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## Preface

This book gives an exposition of the fundamentals of the theory of linear representations of finite and compact groups, as well as elements of the theory of linear representations of Lie groups. As an application we derive the Laplace spherical functions. The book is based on lectures that I delivered in the framework of the experimental program at the Mathematics-Mechanics Faculty of Moscow State University and at the Faculty of Professional Skill Improvement. My aim has been to give as simple and detailed an account as possible of the problems considered. The book therefore makes no claim to completeness. Also, it can in no way give a representative picture of the modern state of the field under study as does, for example, the monograph of A. A. Kirillov [3].

For a more complete acquaintance with the theory of representations of finite groups we recommend the book of C. W. Curtis and I. Reiner [2], and for the theory of representations of Lie groups, that of M. A. Naimark [6].

## Introduction

The theory of linear representations of groups is one of the most widely applied branches of algebra. Practically every time that groups are encountered, their linear representations play an important role. In the theory of groups itself, linear representations are an irreplaceable source of examples and a tool for investigating groups.

In the introduction we discuss some examples and en route we introduce a number of notions of representation theory.

## 0. Basic Notions

0.1. The exponential function

$$
t \mapsto \mathrm{e}^{t a} \quad(t \in \mathbf{R})
$$

is, for every fixed $a \in \mathbf{R}$, a homomorphism of the additive group $\mathbf{R}$ into the multiplicative group $\mathbf{R}^{*}$. Are there any other homomorphisms $f: \mathbf{R} \rightarrow \mathbf{R}^{*}$ ? Without attempting to answer this question in full generality, we require that the function $f$ be differentiable. The condition that $f$ be a homomorphism is written:

$$
f(t+u)=f(t) f(u)
$$

for all $t, u \in \mathbf{R}$. Differentiating with respect to $u$ and putting $u=0$ we get

$$
f^{\prime}(t)=f(t) a
$$

where $a=f^{\prime}(0)$. The general solution of this differential equation is $f(t)=$ $C \mathrm{e}^{t a}$, but the condition that $f$ be a homomorphism forces $f(0)=1$, whence $C=1$. Thus, every differentiable group homomorphism of $\mathbf{R}$ into $\mathbf{R}^{*}$ is an exponential function. This is one of the reasons why exponential functions play such an important role in mathematics.
In solving systems of linear differential equations with constant coefficients one encounters the matrix exponential function

$$
\begin{equation*}
t \mapsto \mathrm{e}^{t A} \quad\left(t \in \mathbf{R}, A \in \mathrm{~L}_{n}(\mathbf{R})\right) \tag{1}
\end{equation*}
$$

Recall that it is defined as the sum of the series

$$
\sum_{k=0}^{\infty} \frac{t^{k} A^{k}}{k!}
$$

or, alternatively, as the solution of the matrix differential equation

$$
\begin{equation*}
F^{\prime}(t)=F(t) A \quad\left(F: \mathbf{R} \rightarrow \mathrm{L}_{n}(\mathbf{R})\right) \tag{2}
\end{equation*}
$$

with initial condition $F(0)=E$. The exponential matrix function has the property that

$$
\mathrm{e}^{(t+u) A}=\mathrm{e}^{t A} \mathrm{e}^{u A} \quad \text { for all } t, u \in \mathbf{R},
$$

i.e., it is a homomorphism of the group $\mathbf{R}$ into the group $\mathrm{GL}_{n}(\mathbf{R})$. As above, one can show that every differentiable group homomorphism of $\mathbf{R}$ into $\mathrm{GL}_{n}(\mathbf{R})$ has the form (1). This is a generalization of the preceding result, since $\mathbf{R}^{*}=\mathrm{GL}_{1}(\mathbf{R})$.

Example. It follows from the addition formulas for trigonometric functions that

$$
\left(\begin{array}{rr}
\cos (t+u) & -\sin (t+u)  \tag{3}\\
\sin (t+u) & \cos (t+u)
\end{array}\right)=\left(\begin{array}{rr}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right)\left(\begin{array}{rr}
\cos u & -\sin u \\
\sin u & \cos u
\end{array}\right) .
$$

This says that the map

$$
F: t \mapsto\left(\begin{array}{rr}
\cos t & -\sin t  \tag{4}\\
\sin t & \cos t
\end{array}\right)
$$

is a group homomorphism of $\mathbf{R}$ into $\mathrm{GL}_{2}(\mathbf{R})$, and hence it has the form (1). Here

$$
A=F^{\prime}(0)=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)
$$

0.2. Let $S_{n}$ denote the symmetric group of degree $n$ and let $K$ be an arbitrary field. To each permutation $\sigma \in S_{n}$ we assign the matrix

$$
\begin{equation*}
M(\sigma)=E_{\sigma(1), 1}+\ldots+E_{\sigma(n), n} \tag{5}
\end{equation*}
$$

where $E_{i j}$ designates the matrix whose $(i, j)$-entry is the identity element of the field $K$, while the remaining entries are zero.
We claim that for all $\sigma, \tau \in S_{n}$ :

$$
\begin{equation*}
M(\sigma \tau)=M(\sigma) M(\tau) \tag{6}
\end{equation*}
$$

In fact, one readily verifies the following multiplication rule for the matrices $E_{i j}$ :

$$
E_{i j} E_{\ell k}= \begin{cases}E_{i k} & \text { if } j=\ell \\ 0 & \text { if } j \neq \ell\end{cases}
$$

Using it we find that

$$
\begin{aligned}
M(\sigma) M(\tau) & =E_{\sigma \tau(1), \tau(1)} E_{\tau(1), 1}+\ldots+E_{\sigma \tau(n), \tau(n)} E_{\tau(n), n} \\
& =E_{\sigma \tau(1), 1}+\ldots+E_{\sigma \tau(n), n}=M(\sigma \tau),
\end{aligned}
$$

as claimed.
We remark that the matrices $M(\sigma)$ are nonsingular. More precisely,

$$
\operatorname{det} M(\sigma)=\Pi(\sigma)
$$

where $\Pi(\sigma)= \pm 1$ denotes the parity of the permutation $\sigma$. Equality (6) says that $M$ is a group homomorphism of $S_{n}$ into $\mathrm{GL}_{n}(K)$.
0.3. Definition. A matrix representation of the group $G$ over the field $K$ is a homomorphism

$$
T: G \rightarrow \mathrm{GL}_{n}(K)
$$

of $G$ into the group $\mathrm{GL}_{n}(K)$ of nonsingular matrices of order $n$ over $K$. The number $n$ is called the DIMENSION of the representation $T$.

The word "representation" should suggest that once a matrix representation is given, the elements of the group can be viewed as matrices or, in other words, that there is an isomorphism of the given group with some group of matrices. In the cases where the group $G$ has a rather complicated structure, it may very well turn out that such a representation is the only simple way of describing $G$. For instance, the group $\mathrm{GL}_{n}(K)$ is defined as a matrix group, i.e., the identity map $\mathrm{Id}: \mathrm{GL}_{n}(K) \rightarrow \mathrm{GL}_{n}(K)$ is a matrix representation of $\mathrm{GL}_{n}(K)$.

We should, however, emphasize from the very beginning that in reality a matrix representation does not always give an isomorphism between the group $G$ and a subgroup of $\mathrm{GL}_{n}(K)$. The reason is that one and the same matrix might correspond to distinct elements of $G$. To the reader familiar with the general properties of homomorphisms it should be clear that this occurs if and only if there are elements of $G$ different from its identity element which are mapped to the identity element of the group $\mathrm{GL}_{n}(K)$, i.e., to the identity matrix.

The set of all elements of $G$ which are taken by $T$ into the identity matrix is a normal subgroup of $G$, called the KERNEL of the representation $T$ and denoted by $\operatorname{Ker} T$. For example, the kernel of the representation (4) of $\mathbf{R}$ consists of all numbers $2 \pi k$ with $k \in \mathbf{Z}$.

If Ker $T$ reduces to the identity element of $G$, the representation $T$ is said to be faithful. In this case $G$ is isomorphic to the subgroup $T(G)$ of $\mathrm{GL}_{n}(K)$.

The representation of the group $S_{n}$ constructed above in 0.2 provides an example.

The other extreme case occurs when $\operatorname{Ker} T=G$, i.e., all elements of $G$ are taken by $T$ into the identity matrix. Such a $T$ is called a Trivial representation.
0.4. We next discuss the geometric approach to the notion of representation.

Every matrix $A$ of order $n$ with entries in the field $K$ defines a linear transformation $x \mapsto A x$ of the space $K^{n}$ of column vectors. Moreover, this correspondence between matrices and linear transformations is bijective and turns the multiplication of matrices into the multiplication (composition) of linear transformations. In particular, the group $\mathrm{GL}_{n}(K)$ is canonically isomorphic to the group GL $\left(K^{n}\right)$ of invertible linear transformations of the space $K^{n}$. Accordingly, every matrix representation of a group $G$ can be regarded as a group homomorphism of $G$ into $\operatorname{GL}\left(K^{n}\right)$.

Example. Let $M$ be the matrix representation of the group $S_{n}$ constructed above in 0.2. For each $\sigma \in S_{n}$ the matrix $M(\sigma)$ can be regarded as a linear transformation of $K^{n}$. Let $\left(e_{1}, \ldots, e_{n}\right)$ be the standard basis of $K^{n}$. Then

$$
\begin{equation*}
M(\sigma) e_{i}=e_{\sigma(i)} \quad \text { for } \quad i=1, \ldots, n \tag{7}
\end{equation*}
$$

Since a linear operator is uniquely determined by its action on the basis vectors, equations (7) may be taken as the definition of the representation $M$.

Replacing $K^{n}$ by an arbitrary vector space $V$ over the field $K$, we now arrive at the following generalization of the notion of a matrix representation.

Definition. A linear representation of the group $G$ over the field $K$ is a homomorphism of $G$ into the group $\mathrm{GL}(V)$ of all invertible linear transformations (linear operators) of a vector space $V$ over $K . V$ is called the REPRESENTATION SPACE, and its dimension is called the DIMENSION or the DEGREE of the representation.

Suppose that the space $V$ has a finite dimension $n$. Then with each linear representation $T$ of the group $G$ in $V$ we can associate a class of $n$-dimensional matrix representations. To this end we pick some basis $(e)=\left(e_{1}, \ldots, e_{n}\right)$ of $V$. Every operator $T(g)$, for $g \in G$, is described with respect to the basis (e) by a matrix $T(g)_{(e)}$, and the map $T_{(e)}: g \mapsto T(g)_{(e)}$ that arises in this manner is a matrix representation of $G$. On choosing another basis $(f)=(e) C$ (where $C$ is the transition matrix from $(e)$ to $(f))$, we obtain another representation $T_{(f)}$, related to $T_{(e)}$ as follows:

$$
T_{(f)}(g)=C^{-1} T_{(e)}(g) C .
$$

Definition. We say that two matrix representations $T_{1}$ and $T_{2}$ are EQUIVALENT (and write $T_{1} \simeq T_{2}$ ) if they have the same dimension and there exists a nonsingular matrix $C$ such that

$$
\begin{equation*}
T_{2}(g)=C^{-1} T_{1}(g) C \tag{8}
\end{equation*}
$$

for all $g \in G$.
The foregoing discussion makes clear that to each finite-dimensional representation there corresponds a class of equivalent matrix representations.
0.5. Definition. We say that two linear representations,

$$
T_{1}: G \rightarrow \mathrm{GL}\left(V_{1}\right) \quad \text { and } \quad T_{2}: G \rightarrow \mathrm{GL}\left(V_{2}\right),
$$

are ISOMORPHIC (or EqUIVALENT), and write $T_{1} \simeq T_{2}$, if there exists an isomorphism $\sigma: V_{1} \rightarrow V_{2}$ such that

$$
\begin{equation*}
\sigma T_{1}(g)=T_{2}(g) \sigma \tag{9}
\end{equation*}
$$

for all $g \in G$.
In other words, $T_{1} \simeq T_{2}$, if upon identifying the spaces $V_{1}$ and $V_{2}$ by means of $\sigma$, the representations $T_{1}$ and $T_{2}$ become identical. In particular, if $V_{1}$ and $V_{2}$ are finite-dimensional, then in bases that correspond under $\sigma$ the matrices of the operators $T_{1}(g)$ and $T_{2}(g)$ coincide for all $g \in G$. This means that the matrix representations associated with the linear representations $T_{1}$ and $T_{2}$ are identical for a compatible choice of bases, and equivalent for an arbitrary choice of bases.

Conversely, suppose that for some choice of bases of the spaces $V_{1}$ and $V_{2}$ the linear representations $T_{1}$ and $T_{2}$ determine equivalent matrix representations. Then, for an appropriate choice of bases, $T_{1}$ and $T_{2}$ determine identical matrix representations and hence are isomorphic.

Specifically, let the bases $(e)_{1}$ and and $(e)_{2}$ in $V_{1}$ and $V_{2}$ be such that $T_{1}(g)_{(e)_{1}}=T_{2}(g)_{(e)_{2}}$ for all $g \in G$. Then the isomorphism $\sigma: V_{1} \rightarrow V_{2}$ which takes $(e)_{1}$ into $(e)_{2}$ satisfies condition (9).

Thus, the matrix representations associated with the finite-dimensional linear representations $T_{1}$ and $T_{2}$ are equivalent if and only if $T_{1}$ and $T_{2}$ are isomorphic.
0.6. Halting here this somewhat unexciting yet necessary discussion, let us see what benefits we can extract from it.

Recall that linear operators can be added, multiplied with one another, and multiplied by numbers (elements of the ground field).

In an arbitrary basis, to these operations there correspond the same operations on matrices; however, the definitions of the operations on linear operators are independent of the choice of a basis. Further, in a finite-dimensional space over $\mathbf{R}$ or $\mathbf{C}$, one can define the limit of a sequence of linear operators. The act of passing to the limit is also compatible with the corresponding action on matrices, but again does not depend on the choice of a basis.

Let $V$ be a finite-dimensional vector space over $K=\mathbf{R}$ or $\mathbf{C}$. The exponential operator-valued function

$$
t \mapsto \mathrm{e}^{t \alpha} \quad(t \in K, \quad \alpha \in \mathrm{~L}(V))
$$

can be defined in the same manner as the matrix exponential function (see 0.1 above). It is a linear representation of the additive group $K$. The matrix representation that corresponds to this representation in an arbitrary basis is $t \mapsto \mathrm{e}^{t A}$, where $A$ denotes the matrix of the operator $\alpha$ in that basis. Since the choice of basis is at our disposal, we can attempt to make it so that $A$ will take the simplest possible form. For example, in the case $K=\mathbf{C}$ we can arrange that $A$ be in Jordan form. It is known that the Jordan form is uniquely determined up to a permutation of the blocks. This implies, in particular, that two linear representations,

$$
t \mapsto \mathrm{e}^{t \alpha} \quad \text { and } \quad t \mapsto \mathrm{e}^{t \beta}
$$

are isomorphic if and only if the matrices of the operators $\alpha$ and $\beta$ have the same Jordan form.

This example illustrates the geometric approach to the notion of representation, which does not distinguish between equivalent matrix representations and permits us, in certain cases, to avoid computations in coordinates.
0.7. In order to describe a linear representation, it is not obligatory to choose a basis in the representation space. Alternatively, representations can be described geometrically.

## Examples.

1. We specify a linear representation of the group $\mathbf{R}$ as follows: to the element $t \in \mathbf{R}$ we assign the rotation by angle $t$ in the Euclidean plane. From geometric considerations it is obvious that the composition of the rotations by the angles $t$ and $u$ is the rotation by the angle $t+u$, and hence that the map thus constructed is indeed a linear representation. In an orthonormal basis we have the corresponding matrix representation (4). Formula (3) now follows automatically, and we can derive the addition formulas for trigonometric functions from it (and not conversely, as we did in 0.1).
2. Let $V$ denote the linear space of all polynomials with real coefficients. To each $t \in \mathbf{R}$ we assign a linear operator $L(t) \in \mathrm{GL}(V)$ by the rule

$$
\begin{equation*}
(L(t) f)(x)=f(x-t) \tag{10}
\end{equation*}
$$

It is readily checked that $L(t)$ is indeed a linear operator and that $L(t+u)=$ $L(t) L(u)$, i.e., $L$ is a linear representation of the additive group $\mathbf{R}$.
3. In the preceding example we can replace polynomials by any space of functions which is invariant under translations. Here are some examples:
a) the space of continuous functions;
b) the space of polynomials of degree $\leq n$;
c) the space of trigonometric polynomials, i.e., polynomials in $\cos x$ and $\sin x$;
d) the linear span of the functions $\cos x$ and $\sin x$.

Let us examine in more detail the last case. Since

$$
\begin{align*}
L(t) \cos x & =\cos t \cos x+\sin t \sin x  \tag{11}\\
L(t) \sin x & =-\sin t \cos x+\cos t \sin x
\end{align*}
$$

the transformation $L(t)$ takes any linear combination of $\cos x$ and $\sin x$ again into such a linear combination. Formulas (11) show that in the ba$\operatorname{sis}(\cos x, \sin x)$ the operator $L(t)$ is described by the matrix

$$
\left(\begin{array}{rr}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right)
$$

Therefore, the representation $L$ of the group $\mathbf{R}$ in the space $\langle\cos x, \sin x\rangle$ is isomorphic to the representation constructed above geometrically.
0.8. Group theory is also concerned with more general "representations," called actions.

Let $X$ be an arbitrary set and let $S(X)$ denote the group of all bijections of $X$ onto itself. (If $X=\{1,2, \ldots, n\}$, then $S(X)=S_{n}$ ).

Definition. An action of the group $G$ on $X$ is a homomorphism $s: G \rightarrow$ $S(X)$.

In other words, the action $s$ assigns to each $g \in G$ a bijective map $s(g)$ of the set $X$ onto itself in such a manner that $s\left(g_{1} g_{2}\right)=s\left(g_{1}\right) s\left(g_{2}\right)$ for all $g_{1}, g_{2} \in G$.

If it is clear to which action we are referring, we will simply write $g x$ instead of $s(g) x$. The last equality above signified "associativity": $\left(g_{1} g_{2}\right) x=g_{1}\left(g_{2} x\right)$ for every $x \in X$.

We may regard a linear representation as a special kind of action. As a nonlinear example we give the action of $\mathbf{R}$ on itself defined by the rule $s(t) x=x+t$.
This last example can be generalized as follows. Let $G$ be a group. Then $G$ acts on itself by left translations,

$$
\begin{equation*}
l(g) x=g x \tag{12}
\end{equation*}
$$

as well as by right translations,

$$
\begin{equation*}
r(g) x=x g^{-1} \tag{13}
\end{equation*}
$$

Let us check that, say, formula (13) determines an action:

$$
r\left(g_{1} g_{2}\right) x=x\left(g_{1} g_{2}\right)^{-1}=x g_{2}^{-1} g_{1}^{-1}
$$

and

$$
r\left(g_{1}\right) r\left(g_{2}\right) x=r\left(g_{1}\right)\left(x g_{2}^{-1}\right)=x g_{2}^{-1} g_{1}^{-1} .
$$

(The proof explains why $g$ appears in (13) with the exponent -1 .)
0.9. With each action we can associate a linear representation in a function space.

Let $K$ be a field and $K[X]$ the vector space of all $K$-valued functions on the set $X$. Each $\sigma \in S(X)$ defines a linear transformation $\sigma_{*}$ in $K[X]$ :

$$
\begin{equation*}
\left(\sigma_{*} f\right)(x)=f\left(\sigma^{-1} x\right) \quad(f \in K[X]) \tag{14}
\end{equation*}
$$

We have $(\sigma \tau)_{*}=\sigma_{*} \tau_{*}$, i.e., (14) defines a linear representation of the group $S(X)$. In fact,

$$
\left((\sigma \tau)_{*} f\right)(x)=f\left((\sigma \tau)^{-1} x\right)=f\left(\tau^{-1} \sigma^{-1} x\right)
$$

and

$$
\left(\sigma_{*} \tau_{*} f\right)(x)=\left(\tau_{*} f\right)\left(\sigma^{-1} x\right)=f\left(\tau^{-1} \sigma^{-1} x\right)
$$

In an analogous manner we can define a linear representation of the group $S(X)$ in a space of functions of several variables:

$$
\left(\sigma_{*} f\right)\left(x_{1}, \ldots, x_{k}\right)=f\left(\sigma^{-1} x_{1}, \ldots, \sigma^{-1} x_{k}\right)
$$

Now suppose we are given an action $s: G \rightarrow S(X)$. We define a linear representation $s_{*}$ of the group $G$ in the space $K[X]$, setting

$$
s_{*}(g)=s(g)_{*} .
$$

Representations of $G$ in spaces of functions of several variables are defined similarly.

## Examples.

1. Consider the group $G$ of rotations of a cube (isomorphic, as is known, to $S_{4}$ ) and its natural action $s$ on the set $X$ of faces of the cube. Here the space $K[X]$ is six-dimensional. As a basis of $K[X]$ we can take the functions $f_{1}, \ldots, f_{6}$, each of which is equal to 1 on one of the faces and to 0 on the others. Relative to this basis the operators $s_{*}(g)$ are written as matrices of 0 's and 1 's such that in every row and every column there is exactly one 1. For example, let $g$ be the rotation by $2 \pi / 3$ around an axis passing through the center of the cube and one of its vertices. Then for a suitable labeling of the basis functions $f_{1}, \ldots, f_{6}$, the operator $s_{*}(g)$ is given by the matrix

$$
\left(\begin{array}{llllll}
0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right)
$$

2. Let $s$ be the natural action of the group $S_{n}$ on the set $\{1,2, \ldots, n\}$. Then the representation $s_{*}$ is isomorphic to the representation $M$ constructed above in 0.2 (see also the example in 0.4).
In general, if $X$ is a finite set, then the space $K[X]$ is finite-dimensional and its dimension is equal to the number of elements of $X$. The functions $\delta_{x}$, $x \in X$, defined as

$$
\delta_{x}(y)= \begin{cases}1 & \text { if } y=x  \tag{15}\\ 0 & \text { if } y \neq x\end{cases}
$$

form a basis of $K[X]$. The operators $s_{*}(g), g \in G$, simply permute the elements of this basis. Specifically,

$$
\begin{equation*}
s_{*}(g) \delta_{x}=\delta_{g x} . \tag{16}
\end{equation*}
$$

In fact,

$$
\left(s_{*}(g) \delta_{x}\right)(y)=\delta_{x}\left(g^{-1} y\right)= \begin{cases}1 & \text { if } y=g x \\ 0 & \text { if } y \neq g x\end{cases}
$$

In those cases of interest where the set $X$ is infinite, it usually possesses an additional structure (for example, it is a topological space or a differentiable manifold), and the given group action is compatible with that structure. Then one considers only functions that are "nice" in one sense or another (for example, continuous or differentiable), rather than arbitrary functions on $X$. For instance, in the case of the action $s$ of the group $\mathbf{R}$ on itself by translations, we can take the space of polynomials for the representation space of $s_{*}$. We thus get the linear representation of $\mathbf{R}$ considered above in Example 2, 0.7.

Definition. The linear representation $l_{*}=L$ of an arbitrary group $G$ (in a suitable class of functions on $G$ ) associated with the action $l$ of $G$ on itself by left translations is called the Left regular representation of $G$.

According to this definition

$$
\begin{equation*}
(L(g) f)(x)=f\left(g^{-1} x\right) \quad(g, x \in G) \tag{17}
\end{equation*}
$$

The right regular representation is defined in a similar manner. Needless to say, the class of functions in question must be specified exactly.

As we shall see, the study of regular representations is the key step towards the description of all representations of a given group.
0.10. Methods of producing new representations from one or several given ones play an important role in the theory of linear representations. One of the simplest of these methods is the composition of a representation and a homomorphism.

Let $T: G \rightarrow \mathrm{GL}(V)$ be a linear representation of the group $G$, and let $\phi: H \rightarrow$ $G$ be a homomorphism. Then $T \circ \phi$ is a linear representation of the group $H$.
Let us examine two particular cases of this construction. If $H$ is a subgroup of $G$ and $\phi$ is the inclusion map of $H$ into $G$, then $T \circ \phi$ is simply the restriction of the representation $T$ to $H$. We denote the restriction operation by $\operatorname{Res}_{H}^{G}$. According to the definition,

$$
\left(\operatorname{Res}_{H}^{G} T\right)(h)=T(h) \quad \text { for } h \in H
$$

If now $\phi$ is an automorphism of $G$, then $T \circ \phi$ is, like $T$, a representation of $G$. Such a "twisted" representation can be isomorphic or not to the original representation $T$.

## Examples.

1. Let $\phi=a(h)$ be the inner automorphism defined by $h \in G$, i.e., $a(h) g=$ $h g h^{-1}$. Then for every $g \in G$

$$
(T \circ a(h))(g)=T\left(h g h^{-1}\right)=T(h) T(g) T(h)^{-1}
$$

or, equivalently,

$$
\begin{equation*}
(T \circ a(h))(g) T(h)=T(h) T(g) \tag{18}
\end{equation*}
$$

Since $T(h)$ is an isomorphism of the vector space $V$ onto itself, equality (18) shows that $T \circ a(H) \simeq T$.
2. Let $\phi$ be the automorphism of the group $\mathbf{C}$ acting as $\phi(x)=-x$. Let $V$ be a finite-dimensional complex vector space. The map $F_{\alpha}: t \mapsto \mathrm{e}^{t \alpha}$ is a linear
representation of $\mathbf{C}$ for every $\alpha \in \mathrm{L}(V)$ (see 0.6 ). Obviously, $F_{\alpha} \circ \phi=F_{-\alpha}$. The representations $F_{\alpha}$ and $F_{-\alpha}$ are isomorphic if and only if the matrices of the operators $\alpha$ and $-\alpha$ have the same Jordan form. (The latter in turn holds if and only if for any $k$ and $c$ in the Jordan form of the matrix of $\alpha$, the number of Jordan blocks of order $k$ with eigenvalue $c$ is equal to the number of Jordan blocks of order $k$ with eigenvalue $-c$ ).

## Questions and Exercises

1.* Show that $\operatorname{det} \mathrm{e}^{A}=\mathrm{e}^{\operatorname{tr} A}$ for any matrix $A \in \mathrm{~L}_{n}(\mathbf{R})$.
2. If $F$ is as given below, show that $F$ is a matrix representation of $\mathbf{R}$ and find a matrix $A$ such that $F(t)=\mathrm{e}^{t A}$ :
a) $\quad F(t)=\left(\begin{array}{rr}\cosh t & -\sinh t \\ \sinh t & \cosh t\end{array}\right)$;
b) $\quad F(t)=\left(\begin{array}{ll}1 & t \\ 0 & 1\end{array}\right)$.
3. What is a one-dimensional matrix representation?
4. Let $M$ be the matrix representation of the group $S_{n}$ constructed in 0.2. Show that $\operatorname{tr} M(\sigma)$ is the number of fixed points of the permutation $\sigma$.
5. How many trivial matrix representations does an arbitrary group admit?
6. Show, without resorting to calculations, that $\mathrm{e}^{C^{-1} A C}=C^{-1} \mathrm{e}^{A} C$ for any matrices $A \in \mathrm{~L}_{n}(\mathbf{R})$ and $C \in \mathrm{GL}_{n}(\mathbf{R})$.
7. Let $S: \mathbf{R} \rightarrow S(V)$ be one of the maps listed below, where $V$ is the space of all polynomials with real coefficients and $t \in \mathbf{R}, f \in V$ :
a) $(S(t) f)(x)=f(t x)$;
b) $(S(t) f)(x)=f\left(\mathrm{e}^{t} x\right)$;
c) $(S(t) f)(x)=\mathrm{e}^{t} f(x)$;
d) $(S(t) f)(x)=f(x)+t$;
e) $(S(t) f)(x)=\mathrm{e}^{t} f(x+t)$.

Is $S$ a linear representation?
8. Describe one of the equivalent matrix representations associated with the linear representation $S: \mathbf{R} \rightarrow \mathrm{GL}(V)$, where $V$ is the space of polynomials of degree $\leq 3$ and $(S(t) f)(x)=f(x-t)$ for $t \in \mathbf{R}, f \in V$.
9. Find all finite-dimensional linear representations of
a) $\mathbf{Z}$;
b) $\mathbf{Z}_{m}$.
10.* Find all differentiable finite-dimensional complex linear representations of
a) $G=\mathbf{R}^{+}$(the multiplicative group of positive reals);
b) $G=\mathbf{T}=\left\{z \in \mathbf{C}^{*}| | z \mid=1\right\}$.
11. Let $s$ be an action of the group $G$ on a set $X$ and $e$ the identity element of $G$. Show that $s(e)$ is the identity map of $X$.
12. Let $\hat{\mathbf{R}}=\mathbf{R} \cup\{\infty\}$. For any matrix $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{GL}_{2}(\mathbf{R})$ put

$$
s(A) x=\frac{a x+b}{c x+d} \quad(x \in \hat{\mathbf{R}})
$$

with the convention that

$$
\frac{a \cdot \infty+b}{c \cdot \infty+d}=\frac{a}{c} \quad \text { and } \quad \frac{u}{0}=\infty
$$

for $u \neq 0$. Show that $s$ is an action of $\mathrm{GL}_{2}(\mathbf{R})$ on $\hat{\mathbf{R}}$.
13. Write down an explicit formula for the right regular representation of the group $G$.
14.* Prove that the left regular representation of any group $G$ is isomorphic to its right regular representation.
15. Show that every group admits a faithful linear representation.
16. Is every finite-dimensional complex representation of $\mathbf{Z}$ obtained by restricting a representation of $\mathbf{C}$ to $\mathbf{Z}$ ?
17. Let $\phi$ denote the automorphism of the group $\mathbf{Z}_{m}$ defined by the rule $\phi(x)=-x$. Find all complex finite-dimensional representations $T$ of $\mathbf{Z}_{m}$ with the property that $T \circ \phi \simeq T$.

## I. General Properties of Representations

In this chapter we give an account of the basic definitions and simplest theorems of the theory of linear representations. Some of these theorems are valid for both finite- and infinite-dimensional representations. This textbook, however, is devoted to the former case representations, and the reader is practically at no loss if he assumes that all representations considered here are finite-dimensional (except, of course, for those examples which are manifestly infinite-dimensional).

## 1. Invariant Subspaces

1.1. The study of the structure of linear representations begins with that of invariant subspaces.

Definition. Let $T: G \rightarrow \mathrm{GL}(V)$ be a linear representation of the group $G$ in a vector space $V$. A subspace $U \subset V$ is said to be INVARIANT UNDER REpresentation $T$ (or $G$-invariant, if it is clear which representation of $G$ one has in mind) if

$$
\begin{equation*}
T(g) u \in U \quad \text { for all } g \in G \text { and } u \in U \tag{1}
\end{equation*}
$$

For example, let $L$ be the representation of the additive group $\mathbf{R}$ in the space of all polynomials, given by the rule

$$
(L(t) f)(x)=f(x-t)
$$

Then the subspace of all polynomials of degree $\leq n$ is invariant under $L$ for every $n$.

It is obvious that sums and intersections of invariant subspaces are invariant.
Suppose that the space $V$ is finite-dimensional and that $(e)=\left(e_{1}, \ldots, e_{n}\right)$ is some basis in $V$ such that $U=\left\langle e_{1}, \ldots, e_{k}\right\rangle$. Then the invariance of $U$ under
the given representation $T$ of $G$ means that in the basis (e) each operator $T(g), g \in G$, is given by a matrix of the form

$$
T_{(e)}(g)=\left(\begin{array}{c|c}
A(g) & C(g)  \tag{2}\\
\hline \underbrace{0}_{k} & B(g)
\end{array}\right\}^{k} .
$$

1.2. With every invariant subspace $U$ we can associate two linear representations of $G$, acting on the spaces $U$ and $V / U$ respectively. The first of these, called a subrepresentation of $T$ and denoted by $T_{U}$, is obtained by restricting the operators $T(g)$ to $U$ :

$$
\begin{equation*}
T_{U}(g)=\left.T(g)\right|_{U} \quad \text { for all } g \in G \tag{3}
\end{equation*}
$$

The second, called a QUOTIENT or FACTOR REPRESENTATION of $T$ and denoted by $T_{V / U}$, is defined as follows:

$$
\begin{equation*}
T_{V / U}(x+U)=T(g) x+U \quad \text { for all } g \in G, \quad x \in V \tag{4}
\end{equation*}
$$

(Recall that the elements of the quotient space $V / U$ are the cosets $x+U$ with $x \in V$.)
Definition (4) requires some further explanations. First of all, we have to verify that the right-hand side does not depend upon the choice of the representative $x$ in a given coset. Replacing $x$ by $x^{\prime}=x+u$ with $u \in U$, we get

$$
T(g) x^{\prime}+U=T(g) x+T(g) u+U=T(g) x+U
$$

Here we have used in an essential manner the invariance of $U$, which guarantees that $T(g) u \in U$. Next, we have to check that $T_{V / U}(g)$ is a linear operator. By the addition rule for cosets,

$$
\begin{aligned}
T_{V / U}(g)((x+U)+(y+U)) & =T_{V / U}(g)(x+y+U) \\
& =T(g)(x+y)+U \\
& =T(g) x+T(g) y+U \\
& =(T(g) x+U)+(T(g) y+U) \\
& =T_{V / U}(g)(x+U)+T_{V / U}(g)(y+U) .
\end{aligned}
$$

The homogeneity of $T_{V / U}$ is verified in a similar manner. Finally, we have to show that the map $g \mapsto T_{V / U}(g)$ is a homomorphism, i.e.,

$$
T_{V / U}\left(g_{1} g_{2}\right)=T_{V / U}\left(g_{1}\right) T_{V / U}\left(g_{2}\right) \quad \text { for all } g_{1}, g_{2} \in G
$$

But this is a straightforward consequence of the definition of $T_{V / U}$ and the equality $T\left(g_{1} g_{2}\right)=T\left(g_{1}\right) T\left(g_{2}\right)$.
If the space $V$ is finite-dimensional, $T_{U}$ and $T_{V / U}$ can be conveniently described in terms of matrices. To this end, we pick a basis $\left(e_{1}, \ldots, e_{n}\right)$ of $V$
such that $U=\left\langle e_{1}, \ldots, e_{k}\right\rangle$. Then the operators $T(g), g \in G$, are described by the matrices (2). Here $A(g)$ and $B(g)$ are the matrices of the operators $T_{U}(g)$ and $T_{V / U}(g)$ in the bases $\left(e_{1}, \ldots, e_{k}\right)$ of $U$ and $\left(e_{k+1}+U, \ldots, e_{n}+U\right)$ of $V / U$ respectively.
To prove the assertion concerning the matrix $B(g)$, let $b_{i j}(g)$ (respectively $c_{i j}(g)$ ) denote the entry of $B(g)$ (respectively $C(g)$ ) lying on the $i$-th row and $j$-th column of the matrix $T_{(e)}(g)$. Then for every $j>k$

$$
\begin{aligned}
T_{V / U}(g)\left(e_{j}+U\right) & =T(g) e_{j}+U \\
& =\sum_{i=1}^{k} c_{i j}(g) e_{i}+\sum_{i=k+1}^{n} b_{i j}(g) e_{i}+U \\
& =\sum_{i=k+1}^{n} b_{i j}(g) e_{i}+U=\sum_{i=k+1}^{n} b_{i j}(g)\left(e_{i}+U\right),
\end{aligned}
$$

as it should be.
1.3. Definition. A linear representation $T: G \rightarrow \mathrm{GL}(V)$ is said to be IRREDucible if there are no nontrivial (i.e., different from 0 and $V$ ) subspaces $U \subset V$ invariant under $T$.

## Examples.

1. Every one-dimensional representation is irreducible.
2. The identity representation of $\mathrm{GL}(V)$ is irreducible, since every nonnull vector in $V$ can be taken into any other such vector by an invertible linear transformation.
3. The representation of $\mathbf{R}$ by rotations in the plane (see Example 1, 0.7) is also irreducible.
4. The representation of $\mathbf{R}$ by translations in the space of polynomials (see Example 2, 0.7) is not irreducible.
5. Let $V$ be an $n$-dimensional vector space over the field $K$, and let $e_{1}, \ldots, e_{n}$ be a basis in $V$. The representation $M$ of the group $S_{n}$ in $V$ specified by the rule

$$
M(\sigma) e_{i}=e_{\sigma(i)} \quad(i=1, \ldots, n)
$$

(see 0.2 and 0.4 ) is called a monomial representation of $S_{n}$. It is not irreducible: for example, it leaves invariant the ( $n-1$ )-dimensional subspace

$$
V_{0}=\left\{\sum x_{i} e_{i} \mid \sum x_{i}=0\right\}
$$

and also the one-dimensional subspace

$$
V_{1}=\left\langle\sum e_{i}\right\rangle
$$

If the characteristic of the field $K$ is equal to zero, then $V_{1} \not \subset V_{0}$, and hence

$$
V=V_{0} \oplus V_{1}
$$

We claim that in this case the representation $M_{0}=M_{V_{0}}$ is irreducible. In fact, suppose $U \subset V_{0}$ is an invariant subspace. Let $x=\sum x_{i} e_{i}$ be a nonnull vector in $U$. Since $x \notin V_{1}$, at least two of the numbers $x_{i}$ are distinct. Suppose, for the sake of definiteness, that $x_{1} \neq x_{2}$. Then

$$
M((12)) x-x=\left(x_{2}-x_{1}\right)\left(e_{1}-e_{2}\right) \in U
$$

whence $e_{1}-e_{2} \in U$. Applying to $e_{1}-e_{2}$ various operators $M(\sigma)$, we can obtain all vectors of the form $e_{i}-e_{j}$, and the latter span the subspace $V_{0}$. Thus $U=V_{0}$, as we needed to show.
1.4. Definition. The linear representation $T: G \rightarrow \mathrm{GL}(V)$ is said to be COMPLETELY REDUCIBLE if every invariant subspace $U \subset V$ has an invariant complement $W$. (Recall that $W$ is called a complement of $U$ if $V=U \oplus W$.)
Every irreducible representation is completely reducible (though from the point of view of the Russian [or English] language this may sound strange!) In fact, for an irreducible representation there are only two invariant subspaces: the entire representation space and the null subspace, which complement one another. Hence every invariant subspace has an invariant complement.
Notice that if $U$ and $W$ are complementary subspaces, then the restriction $\sigma$ of the canonical map $V \rightarrow V / U$ to $W$ is an isomorphism of the space $W$ onto $V / U$ (each coset of $U$ in $V$ contains exactly one element from $W$ ). If, in addition, $U$ and $W$ are invariant under the representation $T: G \rightarrow \mathrm{GL}(V)$, then $\sigma$ commutes with the action of $G$ :

$$
\sigma T_{W}(g) x=T(g) x+U=T_{V / U}(g) \sigma x
$$

This implies that the representations $T_{W}$ and $T_{V / U}$ are isomorphic.
Let us examine in more detail the finite-dimensional case. Let $T: G \rightarrow \mathrm{GL}(V)$ be a finite-dimensional linear representation of the group $G$. Let $U, W \subset$ $V$ be complementary invariant subspaces. Pick bases $\left(e_{1}, \ldots, e_{k}\right)$ in $U$ and $\left(e_{k+1}, \ldots, e_{n}\right)$ in $W$. Together they yield a basis $(e)=\left(e_{1}, \ldots, e_{n}\right)$ in $V$. Relative to $(e)$, the operators $T(g)$, for $g \in G$, are given by matrices of the form

$$
\left(\begin{array}{c|c}
A(g) & 0  \tag{5}\\
\hline \underbrace{0}_{k} & B(g)
\end{array}\right)^{k}
$$

where $A(g)$ is the matrix of $T_{U}(g)$ in the basis $\left(e_{1}, \ldots, e_{k}\right)$, and $B(g)$ is the matrix of $T_{W}(g)$ in the basis $\left(e_{k+1}, \ldots, e_{n}\right)$, as well as the matrix of $T_{V / U}(g)$ (see 1.2 above).

Example. Consider the two-dimensional representations $F$ and $S$ of $\mathbf{R}$, given in the basis $(e)=\left(e_{1}, e_{2}\right)$ by the matrices

$$
F_{(e)}(t)=\left(\begin{array}{cc}
1 & t \\
0 & 1
\end{array}\right) \quad \text { and } \quad S_{(e)}(t)=\left(\begin{array}{cc}
\mathrm{e}^{t} & \mathrm{e}^{t}-1 \\
0 & 1
\end{array}\right) .
$$

In both cases $U=\left\langle e_{1}\right\rangle$ is an invariant subspace. Does it admit an invariant complement?

In the first case, $F_{U}$ and $F_{V / U}$ are trivial representations. Assuming that an invariant complement to $U$ exists, $F$ would be specified, in a suitable basis, by the ( $t$-independent) matrix

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),
$$

i.e., would be a trivial representation, which is not the case. Thus $U$ has no invariant complement. In particular, $F$ is not completely reducible.

For representation $S$, one can check that $S(t)\left(e_{1}-e_{2}\right)=e_{1}-e_{2}$ for all $t \in \mathbf{R}$. Consequently, $\left\langle e_{1}-e_{2}\right\rangle$ is an invariant subspace. Relative to the basis $\left(e_{1}, e_{1}-e_{2}\right), S$ is given by the diagonal matrix

$$
\left(\begin{array}{cc}
\mathrm{e}^{t} & 0 \\
0 & 1
\end{array}\right) .
$$

It is readily verified that $\left\langle e_{1}\right\rangle$ and $\left\langle e_{1}-e_{2}\right\rangle$ are the only nontrivial subspaces invariant under $S$. This shows that $S$ is completely reducible.
1.5. Theorem 1. Every subrepresentation of a completely reducible representation is completely reducible.

Proof. Let $T: G \rightarrow \mathrm{GL}(V)$ be a completely reducible representation, $U \subset$ $V$ an invariant subspace, and $U_{1}$ an arbitrary invariant subspace contained in $U$. Since $T$ is completely reducible, $U_{1}$ has an invariant complement $W$ in $V$. Consider the subspace $W \cap U$. It is invariant and, as is readily verified, $U=U_{1} \oplus(W \cap U)$, i.e., $W \cap U$ is a complement of $U_{1}$ in $U$. This proves the complete reducibility of the representation $T_{U}$.

Theorem 2. The representation space of any completely reducible finite-dimensional representation admits a decomposition into a direct sum of minimal invariant subspaces.
(We call an invariant subspace MINIMAL if it is minimal among the nonzero invariant subspaces.)

Proof. We proceed by induction on the dimension of the representation space. Let $T: G \rightarrow \mathrm{GL}(V)$ be a completely reducible representation. If $T$ is irreducible, the theorem is plainly true (and the sum reduces to one term). In the opposite case there exist nontrivial invariant subspaces. Let $U$ be an arbitrary minimal invariant subspace, and let $W$ be an invariant complement of $U$. By Theorem 1, the representation $T_{W}$ is completely reducible. Applying the inductive hypothesis to $T_{W}$, we can assume that $W$ decomposes into a direct sum of minimal invariant subspaces. Adding $U$ to this decomposition, we obtain a decomposition of $V$ into a direct sum of minimal invariant subspaces.

Theorem 3. Let $T: G \rightarrow \mathrm{GL}(V)$ be a linear representation. Let

$$
\begin{equation*}
V=V_{1}+V_{2}+\ldots+V_{m} \tag{6}
\end{equation*}
$$

be a decomposition of the space $V$ into a (not necessarily direct) sum of minimal invariant subspaces. Then $T$ is completely reducible. Moreover, for every invariant subspace $U$ there exist indices $i_{1}, \ldots, i_{p}$ such that

$$
\begin{equation*}
V=U \oplus V_{i_{1}} \oplus \ldots \oplus V_{i_{p}} \tag{7}
\end{equation*}
$$

Proof. It suffices to prove the second assertion of the theorem, since it is a stronger version of the first. Let $U$ be an invariant subspace, and let $\left\{i_{1}, \ldots, i_{p}\right\}$ be a (possibly empty) maximal set of indices such that the subspaces $U, V_{i_{1}}, \ldots, V_{i_{p}}$ are linearly independent. We claim that (7) holds in this case. It suffices to show that

$$
\begin{equation*}
V_{i} \subset U \oplus V_{i_{1}} \oplus \ldots \oplus V_{i_{p}} \tag{8}
\end{equation*}
$$

for every $i \notin\left\{i_{1}, \ldots, i_{p}\right\}$. Since $V_{i} \cap\left(U \oplus V_{i_{1}} \oplus \ldots \oplus V_{i_{p}}\right)$ is an invariant subspace contained in $V_{i}$, and since $V_{i}$ is a minimal invariant subspace, either (8) holds or

$$
\begin{equation*}
V_{i} \cap\left(U \oplus V_{i_{1}} \oplus \ldots \oplus V_{i_{p}}\right)=0 \tag{9}
\end{equation*}
$$

However, alternative (9) is impossible, because it would imply the linear independence of the subspaces $U, V_{i_{1}}, \ldots, V_{i_{p}}$, and $V_{i}$, thereby contradicting the choice of the set $\left\{i_{1}, \ldots, i_{p}\right\}$. This completes the proof of the theorem.

## Remarks.

1) Applying Theorem 3 to the subspace $U=0$ we conclude that $V$ itself is the direct sum of a number of subspaces $V_{i}$.
2) An invariant subspace is not necessarily the direct sum of a number of subspaces $V_{i}$. For instance, let $T$ be the trivial representation in $V$. Then every subspace of $V$ is invariant, and the minimal invariant subspaces are precisely the one-dimensional ones. Let $\left(e_{1}, \ldots, e_{n}\right)$ be an arbitrary basis in $V$. Then $V=\left\langle e_{1}\right\rangle \oplus \ldots \oplus\left\langle e_{n}\right\rangle$ is a decomposition of $V$ into a direct sum of minimal invariant subspaces. However, if $n>1$, not every subspace is the linear span of a subset of basis vectors.
1.6. Some Examples. We consider three linear representations of the group $\mathrm{GL}(V)$, where $V$ is an $n$-dimensional vector space over $K$.
1. Representation by left multiplication in the algebra $\mathrm{L}(V)$ of all linear operators in $V$ :

$$
\Lambda(\alpha) \xi=\alpha \xi \quad(\alpha \in \mathrm{GL}(V), \quad \xi \in \mathrm{L}(V))
$$

Linear operators can be replaced by their matrices in some fixed basis of $V$. Then the definition of the representation $\Lambda$ is accordingly modified to

$$
\begin{equation*}
\Lambda(A) X=A X \quad\left(A \in \mathrm{GL}_{n}(K), \quad X \in \mathrm{~L}_{n}(K)\right) \tag{10}
\end{equation*}
$$

Let $\mathrm{L}^{(i)}$ denote the subspace of all matrices for which every column except the $i$-th contains only zeros. Obviously,

$$
\begin{equation*}
\mathrm{L}_{n}(K)=\mathrm{L}^{(1)} \oplus \mathrm{L}^{(2)} \oplus \ldots \oplus \mathrm{L}^{(n)} \tag{11}
\end{equation*}
$$

On multiplying the matrix $X$ on the left by the matrix $A$, every column of $X$ is multiplied by $A$. This implies that the subspaces $\mathrm{L}^{(i)}$ are invariant under $\Lambda$. Moreover, $\Lambda_{\mathrm{L}^{(i)}}$ is isomorphic to the identity representation Id of $\mathrm{GL}_{n}(K)$ in the space of columns, and hence it is irreducible. According to Theorem 3 , the representation $\Lambda$ is completely reducible.

To the decomposition (11) there corresponds a decomposition of the space $\mathrm{L}(V)$ into a direct sum of minimal invariant subspaces. Such a decomposition is not unique: changing the basis in $V$, generally speaking, also changes the decomposition.
2. The adjoint representation in the algebra $\mathrm{L}(V)$ :

$$
\operatorname{Ad}(\alpha) \xi=\alpha \xi \alpha^{-1} \quad(\alpha \in \mathrm{GL}(V), \quad \xi \in \mathrm{L}(V))
$$

This is indeed a representation:

$$
\operatorname{Ad}(\alpha \beta) \xi=\alpha \beta \xi(\alpha \beta)^{-1}=\alpha \beta \xi \beta^{-1} \alpha^{-1}=\operatorname{Ad}(\alpha) \operatorname{Ad}(\beta) \xi
$$

In terms of matrices Ad is defined as follows:

$$
\begin{equation*}
\operatorname{Ad}(A) X=A X A^{-1} \quad\left(A \in \mathrm{GL}_{n}(K), \quad X \in \mathrm{~L}_{n}(K)\right) \tag{12}
\end{equation*}
$$

One can show that there are only two nontrivial Ad-invariant subspaces: the one-dimensional subspace $\langle E\rangle$ and the $\left(n^{2}-1\right)$-dimensional subspace $\mathrm{L}_{n}^{0}(K)$ of the matrices with trace zero. If the characteristic of $K$ is equal to zero, then $E \notin \mathrm{~L}_{n}^{0}(K)$, and so

$$
\mathrm{L}_{n}(K)=\langle E\rangle \oplus \mathrm{L}_{n}^{0}(K)
$$

In this case the adjoint representation is completely reducible.
3. The representation in the space $\mathrm{B}(V)$ of bilinear functions (forms) on $V$ :

$$
(\Phi(\alpha) f)(x, y)=f\left(\alpha^{-1} x, \alpha^{-1} y\right) \quad(\alpha \in \mathrm{GL}(V), \quad f \in \mathrm{~B}(V))
$$

This is a natural definition if one is guided by the general principle that every one-to-one mapping $\sigma$ of an arbitrary set $X$ onto itself acts on functions of one or several $X$-valued arguments if one applies $\sigma^{-1}$ simultaneously to all arguments (see 0.9). It is readily verified that $\Phi(\alpha) f$ is again a bilinear function.

The subspaces $\mathrm{B}^{+}(V)$ and $\mathrm{B}^{-}(V)$ of symmetric and skew-symmetric bilinear functions are invariant under $\Phi$. If the characteristic of $K$ is different from two, then

$$
\begin{equation*}
\mathrm{B}(V)=\mathrm{B}^{+}(V) \oplus \mathrm{B}^{-}(V) \tag{13}
\end{equation*}
$$

and one can show that $\mathrm{B}^{+}(V)$ and $\mathrm{B}^{-}(V)$ are minimal. In this case $\Phi$ is completely reducible.

In terms of matrices, $\Phi$ is defined as follows:

$$
\begin{equation*}
\Phi(A) X=\left(A^{-1}\right)^{\prime} X A^{-1} \quad\left(A \in \mathrm{GL}_{n}(K), \quad X \in \mathrm{~L}_{n}(K)\right) \tag{14}
\end{equation*}
$$

where ' stands for transposition of matrices.
To (13) there corresponds the decomposition

$$
\mathrm{L}_{n}(K)=\mathrm{L}_{n}^{+}(K) \oplus \mathrm{L}_{n}^{-}(K)
$$

where $\mathrm{L}_{n}^{+}(K)$ and $\mathrm{L}_{n}^{-}(K)$ denote the spaces of symmetric and skew-symmetric matrices respectively.
In the following we shall, as a rule, write $\alpha_{*} f$ instead of $\Phi(\alpha) f$, in agreement with the general notation adopted in 0.9.

## Questions and Exercises

1. Prove that if the subspace $U$ of the space of the representation $T$ of $G$ is invariant, then $T(g) U=U$ for all $g \in G$.
2. Find all subspaces of the space of polynomials that are invariant under the representation $L$ of $\mathbf{R}$ given by the formula $(L(t) f)(x)=f(x-t)$.
3. Let $F$ denote the representation of $\mathbf{C}$ in a complex $n$-dimensional space given by the formula $F(t)=\mathrm{e}^{t \alpha}$, where $\alpha$ is a linear operator whose characteristic polynomial has no multiple roots. Find all subspaces invariant under $F$.
4. Without resorting to computations, prove that the matrix $B(g)$ in formula (2) does not change on passing to a new basis $(f)=\left(f_{1}, \ldots, f_{n}\right)$ of the space $V$ if $f_{i}-e_{i} \in U$ for all $i>k$.
5. Let $W_{1}$ and $W_{2}$ be two invariant complements of the invariant subspace $U$ in the space of the representation $T$. Prove that $T_{W_{1}} \simeq T_{W_{2}}$.
6. Prove that every quotient representation of a completely reducible representation is completely reducible.
7. Is the representation
a) of Exercise 2,
b) of Exercise 3
completely reducible?
8. Prove that the representation $t \mapsto \mathrm{e}^{t \alpha}$ of $\mathbf{C}$ is completely reducible if and only if the operator $\alpha$ is diagonalizable (i.e., it admits a basis of eigenvectors).
9. Prove that the identity representation of the orthogonal group $\mathrm{O}_{n}$ is irreducible for any $n$.
10. Prove that any monomial representation of the group $S_{n}$ over a field of characteristic zero is completely reducible.
11. Prove that for $n \geq 4$ the restriction of the representation $M_{0}$ (see Example 5 of 1.3) to the subgroup $A_{n}$ is irreducible.
12. Let $T: G \rightarrow \mathrm{GL}(V)$ be a completely reducible finite-dimensional linear representation. Show that for every invariant subspace $U \subset V$ there is a decomposition $V=V_{1} \oplus \ldots \oplus V_{m}$ of $V$ into a direct sum of minimal invariant subspaces and an $s \leq m$ such that $U=V_{1} \oplus \ldots \oplus V_{s}$.
13. Prove that the subspaces invariant under the representation $\Lambda$ of $\mathrm{GL}_{n}(K)$ defined by formula (10) are precisely the left ideals in the ring of matrices of order $n$.
14.* Prove that the adjoint representation of the group GL( $V$ ) possesses only the two nontrivial invariant subspaces indicated in 1.6.
15.* Prove that $\mathrm{B}^{+}(V)$ and $\mathrm{B}^{-}(V)$ are minimal $\mathrm{GL}(V)$-invariant subspaces of the space $\mathrm{B}(V)$ of bilinear functions.

## 2. Complete Reducibility of Representations of Compact Groups

In this section we are concerned only with finite-dimensional representations.
2.1. One of the basic problems of representation theory is that of describing all representations of a given group (over a given field). In the preceding section we have seen that the description of completely reducible representations reduces to that of the irreducible representations (see also Section 3). Here we will show that all real or complex representations of finite groups are completely reducible. This result will subsequently be generalized to compact topological groups; this class includes, for example, the orthogonal group $\mathrm{O}_{n}$.

The idea of the proof of complete reducibility is to equip the representation space with an inner product invariant under the action of the group. Then, given an arbitrary invariant subspace, one finds an invariant complement for it by taking its orthogonal complement.
2.2. We proceed to implement the program formulated above.

Definition. A real linear representation $T: G \rightarrow \mathrm{GL}(V)$ is called orthoGONAL if on the space $V$ there is a positive definite symmetric bilinear function $f$ invariant under $T$.

The invariance of $f$ means that

$$
\begin{equation*}
f(T(g) x, T(g) y)=f(x, y) \tag{1}
\end{equation*}
$$

for all $g \in G$ and all $x, y \in V$ or, equivalently, that

$$
\begin{equation*}
T(g)_{*} f=f \tag{2}
\end{equation*}
$$

for all $g \in G$, where the asterisk indicates the natural action of an invertible linear operator on bilinear functions (see Example 3, 1.6). Taking $f$ as an
inner product, we turn $V$ into a Euclidean space in which the operators $T(g)$, for $g \in G$, are orthogonal.
Similarly, the complex linear representation $T: G \rightarrow \mathrm{GL}(V)$ is called UnITARY if on the space $V$ there is a positive definite Hermitian sesquilinear function $f$ invariant under $T$. Taking $f$ as an inner product, we turn $V$ into a Hermitian space in which the operators $T(g)$, for $g \in G$, are unitary.

Proposition. Every orthogonal or unitary representation is completely reducible.

Proof. Let $T: G \rightarrow \mathrm{GL}(V)$ be an orthogonal representation of the group $G$. Let $U \subset V$ be an arbitrary invariant subspace. Denote by $U^{o}$ the orthogonal complement of $U$ with respect to an invariant inner product on $V$. It is known that

$$
V=U \oplus U^{o} .
$$

For each $g \in G$ the operator $T(g)$ is orthogonal and preserves $U$. By a wellknown property, it preserves $U^{o}$ as well. Hence, $U^{o}$ is an invariant subspace complementing $U$.

The proof for a unitary representation is identical.
2.3. Theorem 1. Every real (complex) linear representation of a finite group is orthogonal (respectively, unitary).

Proof. Let $T: G \rightarrow \mathrm{GL}(V)$ be a real linear representation of a finite group $G$. Pick an arbitrary positive definite symmetric bilinear function $f_{0}$ on $V$, and construct a new symmetric bilinear function $f$ by the rule

$$
\begin{equation*}
f=\sum_{h \in G} T(h)_{*} f_{0} . \tag{3}
\end{equation*}
$$

Since

$$
f(x, x)=\sum_{h \in G} f_{0}\left(T(h)^{-1} x, T(h)^{-1} x\right)>0
$$

for every nonnull vector $x \in V, f$ is positive definite. We claim that $f$ is invariant under $T$. In fact, for every $g \in G$,

$$
T(g)_{*} f=\sum_{h \in G} T(g)_{*} T(h)_{*} f_{0}=\sum_{h \in G} T(g h)_{*} f_{0}
$$

Since the equation $g x=h$ has a unique solution in $G$ for every fixed $h$, the last sum above differs from the one in (3) only in the order of its terms. Hence $T(g)_{*} f=f$, as claimed.

The proof for a complex representation is identical.

Corollary. Every real or complex linear representation of a finite group is completely reducible.

In point of fact, every linear representation of a finite group over a field whose characteristic does not divide the order of the group is completely reducible. (For a proof see, for example, [4].)
2.4. A topological group is, by definition, a group endowed with a topology such that the group operations

$$
x \mapsto x^{-1} \quad \text { and } \quad(x, y) \mapsto x y
$$

are continuous maps.

## Examples of topological groups.

1. Any group with the discrete topology.
2. GL $(V)$, where $V$ is an $n$-dimensional vector space over $\mathbf{R}$ or $\mathbf{C}$. The topology is defined as on any (open) subset of the vector space $\mathrm{L}(V)$. That is, the continuous functions in this topology are exactly the continuous functions of the matrix elements (relative to some fixed basis, the choice of which, however, does not affect the topology). Since the matrix elements of the operators $\alpha^{-1}$ and $\alpha \beta$ are continuous functions of the matrix elements of $\alpha$ and $\beta, \mathrm{GL}(V)$ is indeed a topological group.
3. Any subgroup of a topological group endowed with the induced topology. In particular, every group of linear transformations of a real or complex vector space is a topological group.

A topological group is said to be COMPACT if it is compact as a topological space.

## Examples of compact topological groups.

1. Any finite group endowed with the discrete topology.
2. The orthogonal group $\mathrm{O}_{n}$.
3. The unitary group $\mathrm{U}_{n}$.
4. Any closed subgroup of a compact topological group.

To prove the compactness of the groups $\mathrm{O}_{n}$ and $\mathrm{U}_{n}$, we remind the reader of the following general fact: a subset of a real or complex vector space is
compact if and only if it is closed and bounded. $\mathrm{O}_{n}$ is singled out in the space $\mathrm{L}_{n}(\mathbf{R})$ of real matrices by the algebraic equations

$$
\sum_{k} a_{i k} a_{j k}=\delta_{i j}
$$

and consequently is closed in $\mathrm{L}_{n}(\mathbf{R})$. The same equations yield the bounds $\left|a_{i j}\right| \leq 1$, which prove the boundedness of $\mathrm{O}_{n}$ in $\mathrm{L}_{n}(\mathbf{R})$. The compactness of the unitary group is established in an analogous manner.

A real or complex linear representation $T: G \rightarrow \mathrm{GL}(V)$ of the topological group $G$ is said to be CONTINUOUS if it is a continuous map of the underlying topological spaces. This means that the matrix elements of the operator $T(g)$ depend continuously on $g$.

## Examples.

1. Any real or complex linear representation of a discrete topological group.
2. If $V$ is a real or complex vector space, then all representations of $\mathrm{GL}(V)$ considered in 1.6 are continuous.

For example, let us prove the continuity of the representation $\Phi$ (Example $3,1.6$ ). To this end we use its matrix expression (formula (14), 1.6). Let $a_{i j}, \tilde{a}_{i j}, x_{i j}$, and $y_{i j}$ denote the elements of the matrices $A, A^{-1}, X$, and $\Phi(A) X$, respectively. Then

$$
y_{i j}=\sum_{k, \ell} \tilde{a}_{k i} x_{k \ell} \tilde{a}_{\ell j} .
$$

We see that $\Phi(A)$ is the linear transformation with coefficients (matrix elements) $\tilde{a}_{k i} \tilde{a}_{\ell j}$, which obviously depend continuously on the elements of the matrix $A$. This means precisely that $\Phi$ is a continuous representation.

One usually considers only continuous linear representations of topological groups. For this reason from now on we shall omit, as a rule, the adjective "continuous."
2.5. From the point of view of the theory of (continuous) linear representations, compact topological groups are similar to discrete ones. In particular, we have

Theorem 2. Every real (complex) linear representation of a compact topological group is orthogonal (respectively, unitary).

Recalling the proposition of 2.2 , we derive the following

Corollary. Every real or complex linear representation of a compact topological group is completely reducible.

To prove Theorem 2 one can proceed as in the proof of Theorem 1, but now integration replaces summation over a finite group. It is known (see [7], for example) that on every compact topological group $G$ one can define an INVARIANT INTEGRATION, meaning that to each continuous function $f$ on $G$ one can assign a number, denoted by $\int_{G} f(x) d x$, such that the mapping $f \mapsto \int_{G} f(x) d x$ possesses the following properties:

1) $\int_{G}\left(a_{1} f_{1}(x)+a_{2} f_{2}(x)\right) d x=a_{1} \int_{G} f_{1}(x) d x+a_{2} \int_{G} f_{2}(x) d x$ (linearity);
2) if $f$ is nonnegative everywhere and does not vanish identically, then we have $\int_{G} f(x) d x>0$ (positivity);
3) $\int_{G} f(g x) d x=\int_{G} f(x g) d x=\int_{G} f(x) d x$ for every $g \in G$ (invariance).

Such an integration is unique up to a constant factor. Usually this factor is chosen so that
4) $\int_{G} 1 d x=1$.

In what follows we shall assume that this last condition is satisfied.

## Examples.

1. The invariant integration on a finite group $G$ is defined by the formula

$$
\int_{G} f(x) d x=\frac{1}{|G|} \sum_{x \in G} f(x)
$$

2. The invariant integration on the group $\mathbf{T} \simeq \mathrm{U}_{1}$ is defined by the formula

$$
\int_{G} f(x) d x=\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(\mathrm{e}^{i \phi}\right) d \phi
$$

3. In Chapter III we will show that the group $\mathrm{SU}_{2}$ can be identified with the three-dimensional sphere in such a manner that the left and right translations are isometries of the sphere. Under this identification, the invariant integration on $\mathrm{SU}_{2}$ can be defined as integration over the sphere with respect to the usual measure, multiplied by a factor of $\left(2 \pi^{2}\right)^{-1}$.
4. Let $N$ be a closed normal subgroup of the compact group $G$. The invariant integration on the quotient group $G / N$ can be defined in terms of the invariant integration on $G$ itself as

$$
\int_{G / N} f(y) d y=\int_{G} f(x N) d x
$$

In this way one can, for example, define the invariant integration on the group $\mathrm{SO}_{3}$, which, as we will see in Chapter III, is isomorphic to the quotient group $\mathrm{SU}_{2} /\{E,-E\}$.

The Proof of Theorem 2 for a real linear representation $T: G \rightarrow \mathrm{GL}(V)$ of a compact group $G$ proceeds as follows. Let $f_{0}$ be an arbitrary positive definite symmetric bilinear function on $V$. One defines a new symmetric bilinear function $f$ by the rule

$$
f(x, y)=\int_{G} f_{0}(T(g) x, T(g) y) d g \quad(x, y \in V)
$$

Next, using the properties of invariant integration one shows that $f$ is positive definite and invariant. In the case of a complex representation one proceeds in the same manner, but one replaces symmetric bilinear functions by Hermitian sesquilinear functions.
2.6. We now give an alternate proof of Theorem 2 which does not resort to integration on the group.

We remark that on multiplying the sum in (3) by the factor $|G|^{-1}$ the function $f$ becomes the center of mass of the finite set $M=\left\{T(h)_{*} f_{0} \mid h \in G\right\}$ in the vector space $\mathrm{B}^{+}(V)$ of symmetric bilinear functions on $V$. For each $g \in G$ the transformation $T(g)_{*}$ maps the set $M$ into itself (permuting its points in some way), and consequently preserves its center of mass.

Our proof of Theorem 2 will also rest on the idea of using the center of mass, but we must first replace the elementary definition, appropriate for the finite case, by the notion of center of mass of a compact set of positive measure.

Let $V$ be a real vector space. Let $K \subset V$ be a compact set of positive measure. By definition, the CENTER OF MASS of $K$ is the point (vector)

$$
\begin{equation*}
c(K)=\mu(K)^{-1} \int_{K} x \mu(d x) \tag{4}
\end{equation*}
$$

Here $x$ is a vector variable and $\mu$ denotes the usual measure on $V ; \mu$ is defined to within a constant factor, but, as formula (4) shows, this freedom in the choice of $\mu$ does not affect the result $c(K)$.

The integral in (4) can be defined either coordinate-wise, or directly, as a limit of integral sums. The first definition proves its existence, while the second establishes its independence of the choice of a coordinate system (basis) in $V$.

We now show that

$$
\begin{equation*}
c(\alpha K)=\alpha c(K) \quad \text { for all } \alpha \in \mathrm{GL}(V) \tag{5}
\end{equation*}
$$

In fact,

$$
\begin{aligned}
c(\alpha K) & =\mu(\alpha K)^{-1} \int_{\alpha K} x \mu(d x) \\
& =(\operatorname{det} \alpha \cdot \mu(K))^{-1} \int_{K} \alpha x \cdot \operatorname{det} \alpha \cdot \mu(d x) \\
& =\mu(K)^{-1} \alpha \int_{K} x \mu(d x)=\alpha c(K) .
\end{aligned}
$$

(Moving $\alpha$ in front of the integral sign is permitted thanks to the continuity and linearity of the transformation $\alpha$.)

Another important property is that the center of mass of a compact set $K$ lies in the convex hull of $K$.

Recall that the CONVEX HULL of an arbitrary set $K \subset V$ is defined as

$$
\operatorname{conv} K=\left\{\sum_{i=1}^{m} c_{i} x_{i} \mid x_{i} \in K, c_{i} \geq 0, \sum_{i=1}^{m} c_{i}=1, m \text { arbitrary }\right\}
$$

It is the smallest convex set containing $K$. One can show that the convex hull of a compact set is closed (see Appendix 3).
It follows from the definition of the integral that the center of mass $c(K)$ of the compact set $K$ is a limit of vectors of the form

$$
\mu(K)^{-1} \sum_{i=1}^{m} \mu\left(K_{i}\right) x_{i}
$$

where $x_{i} \in K_{i} \subset K$ and $\sum \mu\left(K_{i}\right)=\mu(K)$. Each such vector lies in conv $K$, and since conv $K$ is closed, $c(K) \in \operatorname{conv} K$, too.
2.7. Proof of Theorem 2. Let $T: G \rightarrow \mathrm{GL}(V)$ be a real linear representation of the compact topological group $G$.

In the space $\mathrm{B}^{+}(V)$ of symmetric bilinear functions on $V$, consider the subset $P$ of all positive definite functions. Obviously, $P$ is closed under addition (the sum of two positive definite functions is again positive definite) and multiplication by positive numbers. This implies that $P$ is convex. Moreover,
$P$ is open, since in terms of matrices it is given by the condition that all principal minors be positive. Finally, it is plain that

$$
\begin{equation*}
\alpha_{*} P \subset P \tag{6}
\end{equation*}
$$

for all $\alpha \in \mathrm{GL}(V)$.
Let $K_{0} \subset P$ be an arbitrary compact set of positive measure. Put

$$
K=\bigcup_{h \in G} T(h)_{*} K_{0}
$$

(cf. formula (3)). We claim that the set $K$ enjoys the following properties:
(K1) $K \subset P$;
(K2) $T(g)_{*} K=K$ for all $g \in G$;
(K3) $K$ is compact.
Property (K1) is a consequence of (6). (K2) follows from the equality

$$
T(g)_{*} T(h)_{*} K_{0}=T(g h)_{*} K_{0} .
$$

To prove (K3), consider an arbitrary sequence $T\left(h_{n}\right)_{*} f_{n}\left(h_{n} \in G, f_{n} \in K_{0}\right)$ of elements of $K$. Since $G$ and $K_{0}$ are compact, we can, passing to a subsequence if necessary, ensure that $h_{n} \rightarrow h \in G$ and $f_{n} \rightarrow f \in K_{0}$. Then $T\left(h_{n}\right)_{*} f_{n} \rightarrow$ $T(h)_{*} f \in K$ (here we used the continuity of the representation $T$ ).
Now consider the center of mass $f=c(K)$ of $K$ in the space $\mathrm{B}^{+}(V)$. Since $c(K) \in \operatorname{conv} K$ (see 2.6), (K1) and the convexity of $P$ guarantee that $f \in P$, i.e., $f$ is a positive definite symmetric bilinear function. Properties (K2) and (5) imply that $T(g)_{*} f=f$ for all $g \in G$, i.e., $f$ is $G$-invariant. Thus, $T$ is an orthogonal representation, as asserted.

The complex version of the theorem is proved in an analogous manner, with the difference that instead of $\mathrm{B}^{+}(V)$ one works with the space $\mathrm{H}^{+}(V)$ of positive definite Hermitian sesquilinear functions. Notice that $\mathrm{H}^{+}(V)$ is a real (and not complex) vector space, and the notion of center of mass introduced in 2.6 can be used in the indicated proof with no modifications.

## Questions and Exercises

1. Let $T$ be an orthogonal or unitary representation of the group $G$. Prove that all complex eigenvalues of the operators $T(g), g \in G$, have modulus one.
2. Give an example of a nonunitary complex representation of $\mathbf{Z}$.
3. Let $T$ be a real representation of $\mathbf{Z}_{3}$ in which the generator of $\mathbf{Z}_{3}$ goes into the linear operator with the matrix $\left(\begin{array}{ll}0 & -1 \\ 1 & -1\end{array}\right)$. Find a positive definite symmetric bilinear function invariant under $T$.
4. Which of the following topological groups are compact: $\mathbf{Z}, \mathbf{Z}_{m}, \mathbf{T}, \mathrm{SL}_{n}(\mathbf{R})$ ?
5. Let $T: G \rightarrow \mathrm{GL}(V)$ be a continuous real or complex representation of the topological group $G$, and let $U \subset V$ be an invariant subspace. Show that the representations $T_{U}$ and $T_{V / U}$ are continuous.
6. Let $V$ be a real or complex vector space. Show that the adjoint representation of the group GL(V) (Example 2, 1.6) is continuous.
7.* Let $K_{1}$ and $K_{2}$ be compact sets of positive measure in the real vector space $V$. Prove that
a) if the symmetric difference of $K_{1}$ and $K_{2}$ has measure zero, then $c\left(K_{1}\right)=$ $c\left(K_{2}\right) ;$
b) if $\mu\left(K_{1} \cap K_{2}\right)=0$, then $c\left(K_{1} \cup K_{2}\right)$ lies on the segment connecting $c\left(K_{1}\right)$ and $c\left(K_{2}\right)$.
8.* Give an example of a compact subset of positive measure in the set $P$ of positive definite symmetric bilinear functions.

## 3. Basic Operations on Representations

Various methods of obtaining new representations from one or more other representations play an important role in representation theory. We have already encountered certain constructions of this sort, namely, composing a representation and a homomorphism (0.10), and passing to a subrepresentation or quotient representation (1.2). In this section we consider a number of other constructions that will be needed later.
3.1. The Contragredient or Dual Representation. Given any linear representation $T: G \rightarrow \mathrm{GL}(V)$, we define in a canonical manner the CONTRAGREDIENT or DUAL representation $T^{\prime}: G \rightarrow \mathrm{GL}\left(V^{\prime}\right)$ in the dual space $V^{\prime}$ of $V$. (Recall that the elements of $V^{\prime}$ are the linear functions on $V$.)

Definition. $\left(T^{\prime}(g) f\right)(x)=f\left(T(g)^{-1} x\right) \quad\left(g \in G, f \in V^{\prime}, x \in V\right)$.
$T^{\prime}$ is a subrepresentation of the representation $T_{*}$ of $G$ in the space of all $K$-valued functions on $V$ (see 0.9 ).

For a finite-dimensional representation $T$, the contragredient representation can be described in terms of matrices as follows. Let $(e)=\left(e_{1}, \ldots, e_{n}\right)$ and $(\varepsilon)=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ be a basis in $V$ and the dual basis in $V^{\prime}$ respectively, i.e., $\varepsilon_{i}\left(e_{j}\right)=\delta_{i j}$. Let

$$
T_{(e)}(g)=\left[a_{i j}\right] \quad \text { and } \quad T_{(\varepsilon)}^{\prime}(g)=\left[b_{i j}\right] .
$$

According to the definition,

$$
\left(T^{\prime}(g) \varepsilon_{i}\right)\left(T(g) e_{j}\right)=\varepsilon_{i}\left(e_{j}\right)=\delta_{i j} .
$$

Since

$$
T^{\prime}(g) \varepsilon_{i}=\sum_{k} b_{k i} \varepsilon_{k}, \quad T(g) e_{j}=\sum_{\ell} a_{\ell j} e_{\ell}
$$

we have that

$$
\left(T^{\prime}(g) \varepsilon_{i}\right)\left(T(g) e_{j}\right)=\sum_{k} b_{k i} a_{k j}=\delta_{i j} .
$$

This means that $\left(T_{(\varepsilon)}^{\prime}(g)\right)^{\prime} T_{(e)}(g)=E$ or, equivalently,

$$
\begin{equation*}
T_{(\varepsilon)}^{\prime}(g)=\left(\left(T_{(e)}(g)\right)^{\prime}\right)^{-1} \tag{1}
\end{equation*}
$$

In particular, if $T$ is an orthogonal representation and the basis $(e)$ is orthonormal (with respect to an invariant inner product), then $T_{(e)}(g)$ is an orthogonal matrix, and so $\left(\left(T_{(e)}(g)\right)^{\prime}\right)^{-1}=T_{(e)}(g)$. In this case $T_{(\varepsilon)}^{\prime}(g)=T_{(e)}(g)$, and so $T^{\prime} \simeq T$.

If $T$ is a unitary representation and the basis $(e)$ is orthonormal, then

$$
\begin{equation*}
T_{(\varepsilon)}^{\prime}(g)=\overline{T_{(e)}(g)}, \tag{2}
\end{equation*}
$$

where the bar denotes complex conjugation.
It also follows from formula (1) that $T^{\prime \prime} \simeq T$ for every representation $T$.
Theorem 1. Let $T$ be an irreducible finite-dimensional representation. Then $T^{\prime}$ is irreducible.

Proof. Let $U \subset V^{\prime}$ be a $T^{\prime}$-invariant subspace. Consider its annihilator

$$
U^{0}=\{x \in V \mid f(x)=0 \quad \text { for all } f \in U\} \subset V .
$$

It is a $T$-invariant subspace. In fact, for any $g \in G, x \in U^{0}$, and $f \in U$ we have

$$
f(T(g) x)=\left(T^{\prime}(g)^{-1} f\right)(x)=0,
$$

because $T^{\prime}(g)^{-1} f \in U$. It is known from the theory of systems of linear equations that $\operatorname{dim} U^{0}=\operatorname{dim} V-\operatorname{dim} U$. Since $T$ is irreducible, $U^{0}$ is equal to 0 or $V$, and correspondingly $U$ is equal to $V^{\prime}$ or 0 . This means that $V^{\prime}$ contains no nontrivial $T^{\prime}$-invariant subspaces, as we needed to show.

### 3.2 Sums of Representations. Let

$$
T_{1}: G \rightarrow \mathrm{GL}\left(V_{1}\right) \quad \text { and } \quad T_{2}: G \rightarrow \mathrm{GL}\left(V_{2}\right)
$$

be two linear representations of the group $G$.
Definition. The sum of $T_{1}$ and $T_{2}$ is the representation $T_{1}+T_{2}$ of $G$ in the space $V_{1} \oplus V_{2}$ defined by the rule

$$
\begin{aligned}
& \left(T_{1}+T_{2}\right)(g)\left(x_{1}+x_{2}\right)=T_{1}(g) x_{1}+T_{2}(g) x_{2} \\
& \quad\left(g \in G, x_{1} \in V_{1}, x_{2} \in V_{2}\right) .
\end{aligned}
$$

The sum of an arbitrary finite number of representations is defined in a similar manner. A sum of representations is independent, up to an isomorphism, of the order of its summands.

This definition makes it clear that the spaces $V_{1}$ and $V_{2}$, canonically imbedded in $V_{1} \oplus V_{2}$, are invariant under $T_{1}+T_{2}$. Conversely, if the space $V$ of a representation $T$ of $G$ can be written as the direct sum of two $T$-invariant subspaces $V_{1}$ and $V_{2}$, then $T$ coincides with the sum of the representations $T_{V_{1}}$ and $T_{V_{2}}$. In fact,

$$
T(g)\left(x_{1}+x_{2}\right)=T(g) x_{1}+T(g) x_{2}=T_{V_{1}}(g) x_{1}+T_{V_{2}}(g) x_{2}
$$

for all $x_{1} \in V_{1}, x_{2} \in V_{2}$, which is precisely the definition of the sum of the representations $T_{V_{1}}$ and $T_{V_{2}}$. Analogous assertions are of course true for a sum of finitely many representations.

In terms of matrices, the sum $T$ of the representations $T_{i}: G \rightarrow \mathrm{GL}\left(V_{i}\right)$, for $i=$ $1,2, \ldots, m$, is described as follows. Let (e) be a basis in $V=V_{1} \oplus V_{2} \oplus \ldots \oplus V_{m}$ that is a union of bases $(e)_{i}$ in $V_{i}$. Then in block form

$$
T(g)_{(e)}=\left(\begin{array}{cccc}
T(g)_{(e)_{1}} & & 0 \\
& T(g)_{(e)_{2}} & & \\
& & \ddots & \\
0 & & & T(g)_{(e)_{m}}
\end{array}\right)
$$

The notion of a sum of representations is suitable for formulating properties of completely reducible representations.

Theorem 2. Every completely reducible finite-dimensional linear representation is isomorphic to a sum of irreducible representations. Conversely, every sum of irreducible representations is completely reducible.

This is simply a reformulation of Theorem 2 and of the first assertion of Theorem 3 of 1.5.

Theorem 3. Suppose the representation $T: G \rightarrow \mathrm{GL}(V)$ is isomorphic to a sum of irreducible representations $T_{i}: G \rightarrow \mathrm{GL}\left(V_{i}\right), i=1, \ldots, m$. Then every subrepresentation of $T$ as well as every quotient representation of $T$ is isomorphic to a sum of some of the representations $T_{i}$.

Proof. It suffices to prove the assertion for quotient representations, since every subrepresentation $T_{U}$ of $T$ is isomorphic to the quotient representation $T_{V / W}$, where $W$ is an invariant complement of the subspace $U$.
Let $U$ be an invariant subspace. By Theorem 3 of 1.5 , it admits a complement of the form $V_{i_{1}} \oplus \ldots \oplus V_{i_{p}}$, and then $T_{V / U} \simeq T_{V_{i_{1}} \oplus \ldots \oplus V_{i_{p}}} \simeq T_{i_{1}} \oplus \ldots \oplus T_{i_{p}}$.

Corollary. Let $T: G \rightarrow \mathrm{GL}(V)$ be a linear representation. Let $V_{1}, \ldots, V_{m}$ be minimal invariant subspaces such that the representations $T_{i}=T_{V_{i}}$ are pairwise nonisomorphic. Then $V_{1}, \ldots, V_{m}$ are linearly independent.

Proof. Suppose this is not the case. Then there is a $k<m$ such that the subspaces $V_{1}, \ldots, V_{k}$ are linearly independent, whereas $V_{k+1} \cap \sum_{i=1}^{k} V_{i}=\Delta \neq$ 0 . Since $\Delta \subset V_{k+1}$ and $V_{k+1}$ is a minimal invariant subspace, $\Delta=V_{k+1}$, i.e., $V_{k+1} \subset \sum_{i=1}^{k} V_{i}$. But then, by Theorem $3, T_{k+1}$ is isomorphic to one of the representations $T_{1}, \ldots, T_{k}$, which contradicts the hypothesis.

We show next that the decomposition of a completely reducible representation into a sum of irreducible components is, in a certain sense, unique.

Theorem 4. Let $T$ be a linear representation. If

$$
T \simeq T_{1}+\ldots+T_{m} \simeq S_{1}+\ldots+S_{p}
$$

where $T_{i}$ and $S_{j}$ are irreducible representations, then $m=p$ and, for a suitable labeling, $T_{i} \simeq S_{i}$.
(Compare this result with the theorem asserting the uniqueness of the decomposition of a positive integer into prime factors.)
Proof. By hypothesis, the representation space $V$ of $T$ admits two decompositions into a direct sum of minimal invariant subspaces,

$$
V=V_{1} \oplus \ldots \oplus V_{m}=U_{1} \oplus \ldots \oplus U_{p},
$$

such that $T_{V_{i}} \simeq T_{i}$ and $T_{U_{j}} \simeq S_{j}$.
The proof proceeds by induction on $m$. Applying Theorem 3 of 1.5 to the invariant subspace $U=U_{1}$, we deduce that $V=U \oplus V_{i_{1}} \oplus \ldots \oplus V_{i_{k}}$ for certain $i_{1}, \ldots, i_{k}$. Then

$$
S_{1} \simeq T_{U} \simeq T_{V /\left(V_{i_{1}} \oplus \ldots \oplus V_{i_{k}}\right)} \simeq T_{j_{1}}+\ldots+T_{j_{\ell}}
$$

where $\left\{j_{1}, \ldots, j_{\ell}\right\}=\{1, \ldots, m\} \backslash\left\{i_{1}, \ldots, i_{k}\right\}$. Since the representation $S_{1}$ is irreducible, $\ell=1$. Now let us relabel the representations $T_{i}$ so that $j_{1}=1$. Then $S_{1} \simeq T_{1}$ and

$$
V=U \oplus V_{2} \oplus \ldots \oplus V_{m}
$$

This says that

$$
T_{V / U} \simeq T_{2}+\ldots+T_{m}
$$

On the other hand, it is clear that

$$
T_{V / U} \simeq S_{2}+\ldots+S_{p}
$$

Applying the inductive hypothesis to $T_{V / U}$, we conclude that $m=p$ and, after a suitable relabeling, $T_{i} \simeq S_{i}$ for all $i \geq 2$. Since $T_{1} \simeq S_{1}$, the assertion of the theorem is also true for $T$.

We remark that Theorem 4 does not imply the uniqueness of the decomposition of the representation space into a direct sum of minimal invariant subspaces. Such uniqueness does not hold, as can be seen even in the case of a trivial representation (see the end of 1.5).
3.3. Products of Representations. Let $T: G \rightarrow \mathrm{GL}(V)$ and $S: G \rightarrow \mathrm{GL}(U)$ be two linear representations of the group $G$.

Definition. The product of $T$ and $S$ is the representation $T S$ of $G$ in the space $V \otimes U$ defined by the rule

$$
T S(g)=T(g) \otimes S(g)
$$

(For the definitions of the tensor product for vector spaces and linear operators, see Appendix 2.)

Sometimes $T S$ is referred to as the tensor product of the representations $T$ and $S$. However, we reserve this term for another notion, defined below in 3.4.

Let us give the matrix interpretation of the product of finite-dimensional representations. To this end we pick bases

$$
(e)=\left(e_{1}, \ldots, e_{n}\right) \subset V \quad \text { and } \quad(f)=\left(f_{1}, \ldots, f_{m}\right) \subset U
$$

of the spaces $V$ and $U$ respectively. Each element $x \in V \otimes U$ can be uniquely expressed as

$$
x=\sum x_{i j}\left(e_{i} \otimes f_{j}\right) .
$$

How is the matrix $X=\left[x_{i j}\right]$ transformed under the action of the operator $T S(g)$ on $x$ ?
Let $T_{(e)}(g)=\left[a_{i j}\right]$ and $S_{(f)}(g)=\left[b_{i j}\right]$. Then

$$
T(g) e_{i}=\sum_{k} a_{k i} e_{k}, \quad S(g) f_{j}=\sum_{\ell} b_{\ell j} f_{\ell},
$$

and

$$
\begin{aligned}
T S(g) x & =\sum_{i, j} x_{i j}\left(T(g) e_{i} \otimes S(g) f_{j}\right) \\
& =\sum_{i, j, k, \ell} x_{i j} a_{k i} b_{\ell j}\left(e_{k} \otimes f_{\ell}\right) \\
& =\sum_{i, j}\left(\sum_{k, \ell} a_{i k} x_{k \ell} b_{j \ell}\right)\left(e_{i} \otimes f_{j}\right) .
\end{aligned}
$$

Hence, $X$ transforms according to the rule

$$
X \mapsto T_{(e)}(g) X S_{(f)}(g)^{\prime}
$$

We thus obtain the following matrix interpretation of the product of two representations:

$$
\begin{equation*}
T S(g) X=T(g) X S(g)^{\prime} \quad\left(X \in \mathrm{~L}_{n, m}(K)\right) \tag{3}
\end{equation*}
$$

(Here $T$ and $S$ are regarded as matrix representations, and the representation space of $T S$ is interpreted as the space of $(n \times m)$-matrices.)

## Examples.

1. Let $T$ be an $n$-dimensional linear representation of a group $G$ in the space $V$, and $I=I_{m}$ the $m$-dimensional trivial representation of $G$ in the space $U$. Let us examine the representation $T I$.

In terms of matrices, $T I$ is given by the formula

$$
T I(g) X=T(g) X \quad\left(X \in \mathrm{~L}_{n, m}(K)\right)
$$

When $U=V^{\prime}$, this coincides with the composition of the representation $\Lambda$ of $\mathrm{GL}(V)$ considered in Example 1 of 1.6 and the representation $T: G \rightarrow \mathrm{GL}(V)$. In the general case one can show, proceeding exactly as in 1.6, that

$$
T I_{m} \simeq m T \quad(=\underbrace{T+\ldots+T}_{m \text { times }}) .
$$

The corresponding decomposition of $V \otimes U$ into a direct sum of invariant subspaces is readily described in invariant terms as well. It has the form

$$
V \otimes U=\left(V \otimes f_{1}\right) \oplus \ldots \oplus\left(V \otimes f_{m}\right)
$$

where $\left(f_{1}, \ldots, f_{m}\right)$ is a basis of $U$. The map

$$
x \mapsto x \otimes f_{i}
$$

is an isomorphism of the representations $T$ and $(T I)_{V \otimes f_{i}}$.
2. The representation $T T^{\prime}$ is, according to (1) and (3), described in terms of matrices as

$$
\begin{equation*}
T T^{\prime}(g) X=T(g) X T(g)^{-1} \quad\left(X \in \mathrm{~L}_{n}(K)\right) \tag{5}
\end{equation*}
$$

This shows that $T T^{\prime}=\mathrm{Ad} \circ T$, where Ad is the adjoint representation of GL(V) (Example 2, 1.6).
3. The representation $\left(T^{\prime}\right)^{2}=T^{\prime} T^{\prime}$ is given in terms of matrices by the formula

$$
\begin{equation*}
\left(T^{\prime}\right)^{2}(g) X=T(g)^{\prime-1} X T(g)^{-1} \quad\left(X \in \mathrm{~L}_{n}(K)\right) \tag{6}
\end{equation*}
$$

Consequently, $\left(T^{\prime}\right)^{2}=\Phi \circ T$, where $\Phi$ is the natural representation of GL $(V)$ in the space $\mathrm{B}(V)=V^{\prime} \otimes V^{\prime}$ (see Example 3, 1.6).
4. In the case where one of the representations $T, S$ is one-dimensional, the product $T S$ has a particularly simple meaning. Suppose, for example, that $T: G \rightarrow \mathrm{GL}(V)$ is an arbitrary representation of the group $G$, and $S: G \rightarrow$ $\mathrm{GL}(U)$ is a one-dimensional representation, i.e., a homomorphism of $G$ into $K^{*}$. Pick a nonnull vector $u_{0} \in U$. The map

$$
\sigma: x \mapsto x \otimes u_{0}
$$

is an isomorphism of $V$ onto $V \otimes U$. For every $g \in G$ we have

$$
T S(g) \sigma x=T(g) x \otimes S(g) u_{0}=S(g) T(g) x \otimes u_{0}=\sigma S(g) T(g) x
$$

where $S(g) T(g)$ is understood as the product of the operator $T(g)$ by the scalar $S(g)$. Thus $T S$ is isomorphic to the representation

$$
g \mapsto S(g) T(g) \in G L(V)
$$

The product of an arbitrary finite number of representations is defined in a natural manner. In particular, if $T$ is a representation of $G$ in a vector space $V$, then $T^{k} T^{\prime \ell}$ is a representation of $G$ in the space of tensors of type $(k, \ell)$ over $V$. Such representations are often encountered in mathematical and physical applications of representation theory.

Examples 2 and 3 (see also the corresponding examples in 1.6) show that a product of irreducible representations is not necessarily irreducible. Decomposing such a product into a sum of irreducible representations is one of the most important problems of representation theory.
3.4. Tensor Products of Representations of Two Groups. Let $T: G \rightarrow \operatorname{GL}(V)$ and $S: H \rightarrow \mathrm{GL}(U)$ be two representations of the groups $G$ and $H$.

Definition. The tensor product of $T$ and $S$ is the representation $T \otimes S$ of the group $G \times H$ in the space $V \otimes U$, defined by the rule

$$
(T \otimes S)(g, h)=T(g) \otimes S(h)
$$

(here we should really write $(T \otimes S)((g, h))$ !).
In the matrix interpretation (cf. 3.3), the tensor product of two finite-dimensional representations takes the form

$$
\begin{equation*}
(T \otimes S)(g, h) X=T(g) X S(h)^{\prime} . \tag{7}
\end{equation*}
$$

Here, in contrast to formula (3), the factors on the left and right of the matrix $X$ are independent (even if $G=H$ ).

Let $i_{1}$ denote the canonical imbedding of the group $G$ in $G \times H$, i.e., $i_{1}(g)=$ $(g, e)$. Then $(T \otimes S) \circ i_{1}$ is a representation of $G$. It is clear from the definition that $(T \otimes S) \circ i_{1}=T I$, where $I$ is the trivial representation of $G$ in $U$. Therefore (see Example 1 of 3.3),

$$
(T \otimes S) \circ i_{1} \simeq(\operatorname{dim} U) T
$$

Similarly, if $i_{2}$ denotes the canonical imbedding of $H$ in $G \times H$, then

$$
(T \otimes S) \circ i_{2}=I S,
$$

where $I$ is now the trivial representation of $H$ in $V$. Therefore,

$$
(T \otimes S) \circ i_{2} \simeq(\operatorname{dim} V) S .
$$

A very important example. Let $T$ be a representation of the group $G$ in the $n$-dimensional space $V$. Consider the representation $T \otimes T^{\prime}$ of $G \times G$ in $V \otimes V^{\prime}$. In terms of matrices it is described as

$$
\begin{equation*}
\left(T \otimes T^{\prime}\right)\left(g_{1}, g_{2}\right) X=T\left(g_{1}\right) X T\left(g_{2}\right)^{-1} \quad\left(X \in \mathrm{~L}_{n}(K)\right) \tag{8}
\end{equation*}
$$

(cf. Example 2, 3.3).
If one uses the canonical identification of the spaces $V \otimes V^{\prime}$ and $\mathrm{L}(V)$ (see Appendix 2), then $T \otimes T^{\prime}$ can be described in invariant form as

$$
\begin{equation*}
\left(T \otimes T^{\prime}\right)\left(g_{1}, g_{2}\right) \xi=T\left(g_{1}\right) \xi T\left(g_{2}\right)^{-1} \quad(\xi \in \mathrm{~L}(V)) . \tag{9}
\end{equation*}
$$

This follows from (8). In fact, the matrix assigned to a linear operator when that operator is viewed as an element of the tensor product $V \otimes V^{\prime}$ coincides with its usual matrix (see Appendix 2), and to the product of matrices there corresponds the product of linear operators.
3.5. Extension of the Ground Field. Let $K^{\prime}$ be an extension of the field $K$.

The group $\mathrm{GL}_{n}(K)$ is then a subgroup of $\mathrm{GL}_{n}\left(K^{\prime}\right)$. Consequently, every $n$ dimensional matrix representation $T$ of an arbitrary group $G$ over $K$ can also be regarded as an $n$-dimensional representation of $G$ over $K^{\prime}$, and in this capacity we denote it by $E_{K^{\prime}}^{K} T$. In exact terms, $E_{K^{\prime}}^{K} T$ is the composition of the canonical imbedding of $\mathrm{GL}_{n}(K)$ in $\mathrm{GL}_{n}\left(K^{\prime}\right)$ with the representation $T$.
A similar operation can be defined for linear representations.
First of all, every vector space $V$ over $K$ can be included in a vector space $E_{K^{\prime}}^{K} V$ over $K^{\prime}$ in such a way that a basis $(e)$ of $V$ is simultaneously a basis (over $K^{\prime}$ ) of $E_{K^{\prime}}^{K} V$. Accordingly, every linear transformation $\alpha$ of $V$ extends to a linear transformation $E_{K^{\prime}}^{K} \alpha$ of $E_{K^{\prime}}^{K} V$ that, in the basis $(e)$, has the same matrix as $\alpha$ :

$$
\left(E_{K^{\prime}}^{K} \alpha\right)_{(e)}=\alpha_{(e)}
$$

This yields an imbedding $\mathrm{L}(V) \subset \mathrm{L}\left(E_{K^{\prime}}^{K} V\right)$, which in turn induces a group imbedding

$$
\mathrm{GL}(V) \subset \mathrm{GL}\left(E_{K^{\prime}}^{K} V\right)
$$

Now let $T$ be a linear representation of $G$ in $V$. Setting

$$
\left(E_{K^{\prime}}^{K} T\right)(g)=E_{K^{\prime}}^{K} T(g)
$$

we obtain a linear representation of $G$ in $E_{K^{\prime}}^{K} V$.
3.6. Let us examine in more detail the most important case for applications: $K=\mathbf{R}, K^{\prime}=\mathbf{C}$. The operation $E_{\mathbf{C}}^{\mathbf{R}}$ is called COMPLEXIFICATION (of vector spaces, linear operators, and representations). For simplicity, we shall denote it by the index $\mathbf{C}$, writing $T_{\mathbf{C}}$, for example, instead of $E_{\mathbf{C}}^{\mathbf{R}} T$.

One reason why complexification is often useful is that in a complex vector space, in contrast to a real one, every linear operator has an eigenvector.

Example. By complexifying the representation of $\mathbf{R}$ through rotations of the Euclidean plane (Example 1, 0.7), we are allowed to write it in the form

$$
t \mapsto\left(\begin{array}{cc}
\mathrm{e}^{i t} & 0 \\
0 & \mathrm{e}^{-i t}
\end{array}\right)
$$

To do this we must pass from an orthonormal basis $\left(e_{1}, e_{2}\right)$ of the Euclidean plane to the new basis $\left(e_{1}-i e_{2}, e_{1}+i e_{2}\right)$.

Theorem 5. Two finite-dimensional real linear representations are isomorphic if and only if their complexifications are isomorphic.

Proof. Let $T_{1}$ and $T_{2}$ be $n$-dimensional real representations of the group $G$. In matrix form, the fact that $T_{1}$ and $T_{2}$ are isomorphic means that there exists a real matrix $C$ satisfying the following two conditions:

$$
\begin{equation*}
C T_{1}(g)=T_{2}(g) C \quad \text { for all } g \in G \tag{C1}
\end{equation*}
$$

(C2) $\quad \operatorname{det} C \neq 0$.
Similarly, the fact that the representations $\left(T_{1}\right)_{\mathbf{C}}$ and $\left(T_{2}\right)_{\mathbf{C}}$ are isomorphic means that there exists a complex matrix $C$ satisfying the same two conditions. This clearly proves the implication $\left(T_{1} \simeq T_{2}\right) \Rightarrow\left(\left(T_{1}\right)_{\mathbf{C}} \simeq\left(T_{2}\right)_{\mathbf{C}}\right)$.

To prove the converse implication, we remark that condition (C1) is in fact a homogeneous system of linear equations with real coefficients for the entries of the matrix $C$. Its general solution has the form $t_{1} C_{1}+t_{2} C_{2}+\ldots+t_{m} C_{m}$, where $C_{1}, \ldots, C_{m}$ are linearly independent real matrices. The determinant $\operatorname{det}\left(t_{1} C_{1}+t_{2} C_{2}+\ldots+t_{m} C_{m}\right)$ is a polynomial $d$ in $t_{1}, \ldots, t_{m}$ with real coefficients.

Suppose now that $\left(T_{1}\right)_{\mathbf{C}} \simeq\left(T_{2}\right)_{\mathbf{C}}$. Then there exist complex numbers $\tau_{1}, \ldots, \tau_{m}$ such that $d\left(\tau_{1}, \ldots, \tau_{m}\right) \neq 0$, and so $d$ is not the zero polynomial. But in this case there also exist real numbers $\tau_{1}^{\prime}, \ldots, \tau_{m}^{\prime}$ such that $d\left(\tau_{1}^{\prime}, \ldots, \tau_{m}^{\prime}\right) \neq 0$. Therefore, $T_{1} \simeq T_{2}$, as needed.
3.7. What can be said about the connection between the invariant subspaces of the representation $T: G \rightarrow \mathrm{GL}(V)$ and those of its complexification $T_{\mathbf{C}}: G \rightarrow \mathrm{GL}\left(V_{\mathbf{C}}\right)$ ? Obviously, the complexification $U_{\mathbf{C}}$ of any $T$-invariant subspace $U \subset V$ is a $T_{\mathbf{C}}$-invariant subspace. However, $V_{\mathbf{C}}$ may contain invariant subspaces which do not arise in this manner. For instance, in the example of 3.6, the representation $T$ is irreducible, whereas $T_{\mathbf{C}}$ possesses one-dimensional invariant subspaces.

To answer the question posed above, we introduce the operation of complex conjugation in the space $V_{\mathbf{C}}$. Each vector $z \in V_{\mathbf{C}}$ can be uniquely written as $z=x+i y$, with $x, y \in V$. Put $\bar{z}=x-i y$. In a basis consisting of real vectors (i.e., vectors in $V$ ), the coordinates of $\bar{z}$ are the complex conjugates of the coordinates of $z$.

Complex conjugation is an anti-linear transformation, that is, $\overline{z+u}=\bar{z}+\bar{u}$ and $\overline{c z}=\bar{c} \bar{z}$ for $c \in \mathbf{C}$. It follows that it transforms every subspace of $V_{\mathbf{C}}$ into a subspace of the same dimension.

Lemma. The subspace $W \subset V_{\mathbf{C}}$ is the complexification of some subspace $U \subset V$ if and only if $\bar{W}=W$.

Proof. It is plain that if $W=U_{\mathbf{C}}$, then $\bar{W}=W$. Conversely, suppose that $\bar{W}=W$. Then the subspace $W$ contains, together with each vector $z=x+i y \quad(x, y \in V)$, the vector $\bar{z}=x-i y$, and hence also the linear combinations $x=\frac{1}{2}(z+\bar{z})$ and $y=\frac{1}{2}(z-\bar{z})$. Consequently, $W=U_{\mathbf{C}}$, where $U=W \cap V$.

Since the operators $T_{\mathbf{C}}(g)$, for $g \in G$, take real vectors into real vectors, they commute with complex conjugation:

$$
\begin{equation*}
T_{\mathbf{C}}(g) \bar{z}=\overline{T_{\mathbf{C}}(g) z} \quad\left(z \in V_{\mathbf{C}}\right) \tag{10}
\end{equation*}
$$

Therefore, $\bar{W}$ is an invariant subspace whenever $W$ is invariant. Consider the subspaces $W+\bar{W}$ and $W \cap \bar{W}$. They are also $G$-invariant. Moreover, they coincide with their complex conjugates:

$$
\overline{W+\bar{W}}=\bar{W}+W=W+\bar{W}, \quad \overline{W \cap \bar{W}}=\bar{W} \cap W=W \cap \bar{W} .
$$

By the preceding lemma, $W+\bar{W}$ and $W \cap \bar{W}$ are complexifications of $G$ invariant subspaces of $V$.

Theorem 6. Let $T: G \rightarrow \mathrm{GL}(V)$ be an irreducible real linear representation. Then $T_{\mathbf{C}}$ is either irreducible or the sum of two irreducible representations. In the second case $V_{\mathbf{C}}$ decomposes into the direct sum of two complex-conjugate minimal invariant subspaces.

Proof. Let $W$ be a minimal invariant subspace of $V_{\mathbf{C}}$. Then $W+\bar{W}$ is the complexification of an invariant subspace of $V$, which must coincide with $V$ in view of the irreducibility of the representation $T$. Hence $W+\bar{W}=V_{\mathbf{C}}$.
Now consider the invariant subspace $W \cap \bar{W} \subset W$. It must either coincide with $W$ or be the null subspace. In the first case, $W=\bar{W}=V_{\mathbf{C}}$ and the representation $T_{\mathbf{C}}$ is irreducible. In the second case, $V_{\mathbf{C}}=W \oplus \bar{W}$, and $T_{\mathbf{C}}$ decomposes into the sum of two irreducible representations.

## Examples.

1. In the example considered in 3.6 , the second alternative of Theorem 6 holds true.
2. In the Euclidean plane, consider an equilateral triangle $A_{1} A_{2} A_{3}$ centered at the origin. For each permutation $\sigma \in S_{3}$ we let $T(\sigma)$ denote the orthogonal transformation that takes the vertex $A_{i}$ into $A_{\sigma(i)}(i=1,2,3) . T(\sigma)$ is either
the identity transformation, or the rotation by $2 \pi / 3$ in one of the two possible directions, or the reflection in one of the altitudes of the triangle $A_{1} A_{2} A_{3}$. We thus get a faithful two-dimensional real representation $T$ of the group $S_{3}$. It is obviously irreducible.

Using Theorem 6 it is readily established that the complexification $T_{\mathbf{C}}$ is also irreducible. Otherwise it would decompose into the sum of two onedimensional representations, and in a suitable basis all the operators $T_{\mathbf{C}}(\sigma)$, $\sigma \in S_{3}$, would be given by diagonal matrices. The latter is impossible, however, since diagonal matrices commute with one another, whereas the group $S_{3}$ is not commutative.

Assertions similar to Theorems 5 and 6 permit us to reduce all questions concerning real representations to questions concerning complex representations. Since complex representations are simpler to describe than real ones, they constitute the main object of representation theory.
3.8. Lifting and Factoring. In 0.10 we considered the composition of a linear transformation and a homomorphism. A particular case of that construction is the composition $S \circ p$ of a linear representation

$$
S: G / N \rightarrow \mathrm{GL}(V)
$$

of a quotient group $G / N$ and the canonical homomorphism

$$
p: G \rightarrow G / N .
$$

We call it the Lift of the representation $S$. The representation $S \circ p$ has the property that its kernel contains the subgroup $N$ :

$$
(S \circ p)(h)=\varepsilon \quad \text { for all } h \in N .
$$

Conversely, every linear representation $T$ of $G$ whose kernel contains $N$ takes all elements of a given coset of $N$ in $G$ into the same operator and so can be "factored" through $p$, i.e., $T=S \circ p$, where $S$ is a linear representation of the quotient group $G / N$. We call the transition from $T$ to $S$ factoring the representation $T$ with respect to the subgroup $N$.

We thus establish a one-to-one correspondence between the linear representations of the quotient group $G / N$ and those linear representations of $G$ whose kernel contains $N$.

## Examples.

1. $G=\mathrm{GL}_{n}(K), N=\mathrm{SL}_{n}(K)$. Since $N$ is the kernel of the epimorphism

$$
\text { det: } \mathrm{GL}_{n}(K) \rightarrow K^{*},
$$

$G / N \simeq K^{*}$. Every linear representation $S$ of $K^{*}$ can be lifted to yield a linear representation $T$ of $\mathrm{GL}_{n}(K)$. For example, if $S: t \mapsto t^{m}$ (a one-dimensional representation), then $T: A \mapsto(\operatorname{det} A)^{m}$.
2. $G=S_{4}, N=\{\varepsilon,(12)(34),(13)(24),(14)(23)\}$. ( $N$ is called Klein's fourgroup.) Each coset of $N$ in $G$ contains exactly one permutation that keeps 1 fixed; hence, $G / N \simeq S_{3}$. This observation can be used to build a linear representation of $S_{4}$ from any given linear representation of $S_{3}$.

In particular, from the two-dimensional irreducible representation of $S_{3}$ constructed in Example 2 of 3.7 one obtains a two-dimensional irreducible representation of $S_{4}$.
3. All linear representations of the group $\mathbf{Z}_{m}=\mathbf{Z} / m \mathbf{Z}$ are obtained by factoring linear representations $T$ of $\mathbf{Z}$ with the property

$$
T(m)=T(1)^{m}=\varepsilon
$$

3.9. The considerations of 3.8 apply to the description of one-dimensional linear representations.

Let $T$ be a one-dimensional representation of $G$. Then

$$
T\left(g h g^{-1} h^{-1}\right)=T(g) T(h) T(g)^{-1} T(h)^{-1}=1
$$

for all $g, h \in G$. Consequently, $\operatorname{Ker} T$ contains the subgroup of $G$ generated by all commutators $(g, h)=g h g^{-1} h^{-1}$. The latter is called the commutator SUBGROUP of $G$ and is denoted $(G, G)$. It is a normal subgroup of $G$, since the set of all commutators is invariant under any (in particular, any inner) automorphism $a$ of $G$ :

$$
a((g, h))=(a(g), a(h))
$$

(Recall that a normal subgroup is by definition a subgroup invariant under all inner automorphisms.)

Therefore, every one-dimensional representation of the group $G$ is the lift of a one-dimensional representation of the quotient group $G /(G, G)=A(G)$. We remark that $A(G)$ is abelian. In fact, let $p$ denote the canonical homomorphism of $G$ onto $A(G)$. Then for any $g, h \in G$,

$$
(p(g), p(h))=p((g, h))=1
$$

whence $p(g) p(h)=p(h) p(g)$.

Example. Let us find all one-dimensional representations of the symmetric group $S_{n}$. To this end we compute its commutator subgroup. Since the commutator of any two permutations is an even permutation, $\left(S_{n}, S_{n}\right) \subset A_{n}$. We show that $\left(S_{n}, S_{n}\right)=A_{n}$.

It is a straightforward matter to check that the commutator of the transpositions $(i k)$ and $(j k)$ (with distinct $i, j, k)$ is the triple cycle $(i j k)$. Let $H \subset S_{n}$ denote the subgroup generated by all triple cycles. Using a permutation of the form ( $i j k$ ) one can take 1 to any prescribed element of the set $\{1,2, \ldots, n\}$; then, using a permutation of the form $(2 j k)$, one can take 2 to any prescribed element of $\{1,2, \ldots, n\}$ while keeping 1 in its place, and so on, up to and including $n-2$. This shows that for every $\sigma \in A_{n}$ there exists an $\eta \in H$ such that $\eta(i)=\sigma(i)$ for $i=1,2, \ldots, n-2$. Since $\eta$ and $\sigma$ have the same parity, one also has that $\eta(n-1)=\sigma(n-1)$ and $\eta(n)=\sigma(n)$. Hence, $H=A_{n}$, and since $\left(S_{n}, S_{n}\right) \supset H$, we conclude that $\left(S_{n}, S_{n}\right)=A_{n}$.

The quotient group $S_{n} / A_{n} \simeq \mathbf{Z}_{2}$ has two one-dimensional representations: one trivial, and the other taking the generator to -1 . To the first there corresponds the trivial one-dimensional representation $I$ of $S_{n}$, while to the second there corresponds the representation $\Pi$ which takes all even permutations to 1 and all odd permutations to -1 .

## Questions and Exercises

1. Describe the dual of a trivial representation.
2. Prove that if the representation $T^{\prime}$ is irreducible, then so is $T$.
3. Prove that $(R+S)^{\prime} \simeq R^{\prime}+S^{\prime}$ for any two representations $R$ and $S$ of a group $G$.
4. Prove that if the representation $T$ is completely reducible, then so is $T^{\prime}$.
5. Prove that the identity representation of $\mathrm{SL}_{2}(K)$ is isomorphic to its dual.
6. Let $T: G \rightarrow \mathrm{GL}(V)$ be a completely reducible representation, and let $U \subset$ $V$ be an invariant subspace. Show that $T \simeq T_{U}+T_{V / U}$.
7. Let $T_{1}, T_{2}$, and $S$ be completely reducible finite-dimensional linear representations. Show that if $T_{1}+S \simeq T_{2}+S$, then $T_{1} \simeq T_{2}$.
8. Prove that $\left(T_{1}+T_{2}\right) S \simeq T_{1} S+T_{2} S$ for any representations $T_{1}, T_{2}$, and $S$ of $G$.
9. Prove that $T S \simeq S T$ for any representations $T$ and $S$ of $G$.
10. Describe the square of a representation in terms of matrices.
11.* Let $V$ and $U$ be complex vector spaces, and let $\alpha \in \mathrm{L}(V), \beta \in \mathrm{L}(U)$. The product of the representations $t \mapsto \mathrm{e}^{t \alpha}$ and $t \mapsto \mathrm{e}^{t \beta}$ of $\mathbf{C}$ is necessarily of the form $t \mapsto \mathrm{e}^{t \gamma}$, where $\gamma \in \mathrm{L}(V \otimes U)$. Find the operator $\gamma$.
11. Let $T$ and $S$ be an irreducible representation and a one-dimensional representation, respectively, of the group $G$. Show that $T S$ is irreducible.
12. Prove formula (9) without resorting to the matrix interpretation.
13. Interpret the representation $T \otimes T$ in terms of matrices, and compare it with $T^{2}$.
14. Prove that the complexification of any odd-dimensional irreducible real representation is irreducible.
15. Find all finite-dimensional representations of $\mathrm{O}_{n}$ whose kernels contain $\mathrm{SO}_{n}$.
16. Find all one-dimensional representations of the group $A_{4}$.
18.* Prove that the commutator subgroup of $\mathrm{GL}_{n}(\mathbf{R})$ is equal to $\mathrm{SL}_{n}(\mathbf{R})$.

## 4. Properties of Irreducible Complex Representations

In this section we consider only finite-dimensional representations, except for 4.1.
4.1. Morphisms. The notion of an isomorphism of linear representations was defined in the Introduction. In group theory it is well known that, in addition to isomorphisms, homomorphisms also play an important role. Similarly, arbitrary linear maps, and not only isomorphisms, are important in linear algebra. In the theory of linear representations one considers an analogous generalization of the notion of isomorphism.

Definition. Let $T_{1}: G \rightarrow \mathrm{GL}\left(V_{1}\right)$ and $T_{2}: G \rightarrow \mathrm{GL}\left(V_{2}\right)$ be linear representations of the group $G$. A morphism of $T_{1}$ INTO $T_{2}$ is an arbitrary linear map $\sigma: V_{1} \rightarrow V_{2}$ satisfying the condition

$$
\begin{equation*}
\sigma T_{1}(g)=T_{2}(g) \sigma \quad \text { for all } g \in G \tag{1}
\end{equation*}
$$

[Translator's note: Such a $\sigma$ is also referred to as an INTERTWINING OPERATOR, and one says that $\sigma$ INTERTWINES $T_{1}$ and $T_{2}$.]

Example. Let $V=U \oplus W$ be a decomposition of the representation space of $T$ into a direct sum of invariant subspaces. Then the projection onto $U$ parallel to $W$ is a morphism of $T$ into the representation $T_{U}$.

It follows from (1) that the kernel $\operatorname{Ker} \sigma$ of the morphism $\sigma$ is a subspace invariant under $T_{1}$, while its image $\operatorname{Im} \sigma=\sigma\left(V_{1}\right)$ is a subspace invariant under $T_{2}$.
If the representations $T_{1}$ and $T_{2}$ are irreducible, only two cases are possible:

1) $\operatorname{Ker} \sigma=0, \quad \operatorname{Im} \sigma=V_{2}$
or
2) $\operatorname{Ker} \sigma=V_{1}, \quad \operatorname{Im} \sigma=0$.

In the first case $\sigma$ is an isomorphism, while in the second it is the null map. We have thus proved

Theorem 1. Every morphism of irreducible representations is either an isomorphism or the null map.

In spite of its extreme simplicity, Theorem 1 has important applications. In particular, with its help one can establish the following result, which will be used in what follows.

Theorem 2. Suppose that the space $V$ of the representation $T$ splits into $a$ direct sum of minimal invariant subspaces $V_{1}, \ldots, V_{m}$ such that the representations $T_{i}=T_{V_{i}}$ are pairwise nonisomorphic. Then every invariant subspace $U \subset V$ is the sum of a certain number of subspaces $V_{i}$. (Cf. Remark 2 in 1.5.)

Proof. Representation $T_{U}$ is completely reducible, being a subrepresentation of the completely reducible representation $T$. Consequently, $U$ is a sum of minimal invariant subspaces. It suffices to consider the case where $U$ is itself minimal. Suppose this is the case. Let $p_{i}$ denote the projection of $U$ onto $V_{i}$. It is a morphism of the irreducible representation $T_{U}$ into $T_{i}$. It follows from the assumptions of the theorem that $T_{U}$ can be isomorphic only to one of the representations $T_{i}$, say, to $T_{1}$. Then $p_{1}$ is an isomorphism, whereas $p_{2}=\ldots=p_{m}=0$. This means that $U=V_{1}$, which completes the proof of the theorem.
4.2. The Schur Lemma. A morphism of a linear representation $T$ into itself is called an Endomorphism of $T$. In other words, an endomorphism of the representation $T$ of the group $G$ is a linear operator which commutes with all the operators $T(g), g \in G$. An example is the identity operator $\varepsilon$.

Theorem 3 (Schur's Lemma). Every endomorphism of an irreducible complex representation $T$ is scalar, i.e., it has the form $c \varepsilon$, with $c \in \mathbf{C}$.

Proof. Let $\sigma$ be an endomorphism of $T$ :

$$
\begin{equation*}
\sigma T(g)=T(g) \sigma \quad \text { for all } g \in G \tag{2}
\end{equation*}
$$

Let $c$ be any of the eigenvalues of the operator $\sigma$. Then it follows from (2) that

$$
(\sigma-c \varepsilon) T(g)=T(g)(\sigma-c \varepsilon) \quad \text { for all } g \in G
$$

and so $\sigma-c \varepsilon$, too, is an endomorphism of $T$. Since $\operatorname{det}(\sigma-c \varepsilon)=0$, Theorem 1 yields $\sigma-c \varepsilon=0$, i.e., $\sigma=c \varepsilon$.

Corollary. Let $T_{1}$ and $T_{2}$ be isomorphic irreducible complex linear representations of the group $G$. Let $\sigma$ be a fixed isomorphism of $T_{1}$ onto $T_{2}$. Then every morphism of $T_{1}$ into $T_{2}$ has the form $c \sigma$, where $c \in \mathbf{C}$.

Proof. Let $\tau$ be a morphism of $T_{1}$ into $T_{2}$. Then $\sigma^{-1} \tau$ is an endomorphism of $T_{1}$. By Schur's Lemma, $\sigma^{-1} \tau=c \varepsilon$, with $c \in \mathbf{C}$, and so $\tau=c \sigma$.

Schur's Lemma permits us to describe the invariant subspaces of a completely reducible complex representation in the situation opposite to the one considered in Theorem 2, namely when all irreducible components are mutually isomorphic.

Theorem 4. Let $T$ be an irreducible complex representation of the group $G$ in the space $V$, and let $I$ be the trivial representation of $G$ in the space $U$. Then every minimal subspace $W \subset V \otimes U$ invariant under the representation $T I$ has the form $V \otimes u_{0}$, where $u_{0} \in U$.

Proof. TI is isomorphic to the sum of a certain number of copies of the representation $T$ (see Example 1, 3.3). By Theorem 3 of $3.2,(T I)_{W} \simeq T$. Let $\sigma$ be an arbitrary isomorphism of the representations $(T I)_{W}$ and $T$.
Pick a basis $\left(f_{1}, \ldots, f_{m}\right)$ of $U$. Every element of $V \otimes U$ can be uniquely written as $x_{1} \otimes f_{1}+\ldots+x_{m} \otimes f_{m}$, where $x_{i} \in V$. In particular, for every $w \in W$,

$$
w=\sigma_{1}(w) \otimes f_{1}+\ldots+\sigma_{m}(w) \otimes f_{m}
$$

It is clear that the vectors $\sigma_{i}(w)$ depend linearly on $w$, and that $\sigma_{i}((T I)(g) w)$ $=T(g) \sigma_{i}(w)$ for all $g \in G$. Hence, $\sigma_{i}$ is a morphism of the representation $(T I)_{W}$ into $T$. By the Corollary to Theorem $3, \sigma_{i}=c_{i} \sigma$, with $c_{i} \in \mathbf{C}$. Consequently,

$$
w=\sigma(w) \otimes\left(c_{1} f_{1}+\ldots+c_{m} f_{m}\right)
$$

for all $w \in V$, and so indeed $W=V \otimes u_{0}$, where $u_{0}=c_{1} f_{1}+\ldots+c_{m} f_{m}$.
4.3. Irreducible Representations of Abelian Groups. One of the basic facts established in linear algebra is that every linear operator in a complex vector space possesses a one-dimensional invariant subspace. This implies that every irreducible complex linear representation of a cyclic group is one-dimensional. The next result generalizes this assertion.

Theorem 5. Every irreducible complex linear representation of an abelian group is one-dimensional.

Proof. Let $G$ be an abelian group. Let $T$ be an irreducible complex representation of $G$. For $g_{0}, g \in G$ we have

$$
T\left(g_{0}\right) T(g)=T\left(g_{0} g\right)=T\left(g g_{0}\right)=T(g) T\left(g_{0}\right)
$$

This means that $T\left(g_{0}\right)$ is an endomorphism of $T$. By Schur's Lemma, $T\left(g_{0}\right)$ is a scalar operator. Since this holds true for every $g_{0} \in G$, it follows that any subspace is invariant under $T$. This forces $T$ to be one-dimensional.

Corollary. Every complex linear representation of an abelian group possesses a one-dimensional invariant subspace.

Proof. In fact, every minimal invariant subspace is, by Theorem 5, onedimensional.

### 4.4. Tensor Products of Irreducible Representations.

Theorem 6. The tensor product of two irreducible complex representations $T: G \rightarrow \mathrm{GL}(V)$ and $S: H \rightarrow \mathrm{GL}(U)$ of the groups $G$ and $H$ is an irreducible representation of the group $G \times H$.
(For the definition of the tensor product of two representations, see 3.4.)
Proof. The tensor product $T \otimes S$ is a representation of $G \times H$ in the space $V \otimes U$. Let $W \subset V \otimes U$ be a nonnull invariant subspace. We claim that $W=V \otimes U$.

It is obvious that $W$ is invariant under the representation $T I=(T \otimes S) \circ i_{1}$ of $G$ (see 3.4). By Theorem 4, $W$ contains a subspace of the form $V \otimes u_{0}$, where $u_{0} \in U, u_{0} \neq 0$.

Now for each $x \in V$ consider the subspace

$$
U(x)=\{u \in U \mid x \otimes u \in W\} \subset U .
$$

It is $H$-invariant. In fact, if $x \otimes u \in W$, then also

$$
x \otimes S(h) u=(T \otimes S)(e, h)(x \otimes u) \in W
$$

Moreover, $U(x) \ni u_{0}$. It follows from the irreducibility of the representation $S$ that $U(x)=U$. This means that $x \otimes u \in W$ for all $x \in V$ and $u \in U$, and so $W=V \otimes U$, as claimed.

One can also prove the following converse of Theorem 4: every irreducible complex linear representation of $G \times H$ is isomorpic to the tensor product of two irreducible representations of $G$ and $H$.
4.5 Spaces of Matrix Elements. Let $T: G \rightarrow \mathrm{GL}(V)$ be a complex linear representation. Let $(e)=\left(e_{1}, \ldots, e_{n}\right)$ be a basis of $V$. We put

$$
T_{(e)}(g)=\left[T_{i j}(g)\right] .
$$

Definition. The functions $T_{i j} \in \mathbf{C}[G]$ are called the matrix elements (or MATRIX COORDINATE FUNCTIONS) OF THE REPRESENTATION $T$ relative to the basis (e).

Any linear combination of matrix elements

$$
f=\sum_{i, j} c_{i j} T_{i j} \in \mathbf{C}[G] \quad\left(c_{i j} \in \mathbf{C}\right)
$$

can be expressed invariantly (without using coordinates) as

$$
\begin{equation*}
f(g)=\operatorname{tr} \xi T(g) \tag{3}
\end{equation*}
$$

upon denoting by $\xi$ the linear operator given in the basis $(e)$ by the matrix $\left[c_{j i}\right]$. It follows from this invariant expression that the linear span of the matrix elements does not depend on the choice of a basis.

Definition. The space of matrix elements of the representation $T$, denoted by $\mathrm{M}(T)$, is the linear span of the matrix elements of $T$ (relative to some basis).

We emphasize that $\mathrm{M}(T)$ is a subspace of the space $\mathbf{C}[G]$ of all $\mathbf{C}$-valued functions on the group $G$.

We mention two simple properties.

1) If $T_{1} \simeq T_{2}$, then $\mathrm{M}\left(T_{1}\right)=\mathrm{M}\left(T_{2}\right)$. In fact, in compatible bases the representations $T_{1}$ and $T_{2}$ are given by identical matrices.
2) If $T=T_{1}+\ldots+T_{m}$, then

$$
\mathrm{M}(T)=\mathrm{M}\left(T_{1}\right)+\ldots+\mathrm{M}\left(T_{m}\right)
$$

In fact, in a suitable basis the operators $T(g)$, for $g \in G$, are given by blockdiagonal matrices, the diagonal blocks of which are the matrices of the operators $T_{1}(g), \ldots, T_{m}(g)$ (see 3.2).

The reason for the interest attached to the spaces of matrix elements of various linear representations of the group $G$ is that they are invariant under left and right translations.

Specifically, let $f$ be the function given by formula (3). Then

$$
\begin{align*}
f\left(g_{2}^{-1} g g_{1}\right) & =\operatorname{tr} \xi T\left(g_{2}^{-1} g g_{1}\right)=\operatorname{tr} \xi T\left(g_{2}\right)^{-1} T(g) T\left(g_{1}\right) \\
& =\operatorname{tr}\left(T\left(g_{1}\right) \xi T\left(g_{2}\right)^{-1}\right) T(g)=\operatorname{tr} \eta T(g), \tag{4}
\end{align*}
$$

where $\eta=T\left(g_{1}\right) \xi T\left(g_{2}\right)^{-1}=\left(T \otimes T^{\prime}\right)\left(g_{1}, g_{2}\right) \xi$ (see the Example in 3.4).
The result obtained can be interpreted as follows. Consider the map

$$
\mu: \mathrm{L}(V) \rightarrow \mathbf{C}[G]
$$

which takes each operator $\xi \in \mathrm{L}(V)$ into the function $f \in \mathbf{C}[G]$ given by (3), i.e.,

$$
\begin{equation*}
\mu(\xi)(g)=\operatorname{tr} \xi T(g) \quad(\xi \in \mathrm{L}(V)) \tag{5}
\end{equation*}
$$

Next, consider the linear representation Reg of the group $G \times G$ in $\mathbf{C}[G]$ defined by the rule

$$
\begin{equation*}
\left(\operatorname{Reg}\left(g_{1}, g_{2}\right) f\right)(g)=f\left(g_{2}^{-1} g g_{1}\right) \tag{6}
\end{equation*}
$$

Reg combines the left and right regular representations of $G$.
Definition. The linear representation $\operatorname{Reg}$ of $G \times G$ in $\mathbf{C}[G]$ given by formula (6) is called the (TWO-SIDED) REGULAR REPRESENTATION.

Formula (4) says that $\mu$ is a morphism of the representation $T \otimes T^{\prime}$ into Reg. The image of $\mu$ is precisely the space $\mathrm{M}(T)$ of matrix elements of $T$.
4.6. If $T$ is an irreducible complex representation, then, by Theorem $4, T \otimes T^{\prime}$ is also irreducible, and so $\operatorname{Ker} \mu=0$. We have thus proved

Theorem 7. Let $T: G \rightarrow \mathrm{GL}(V)$ be an irreducible complex linear representation. Then the map $\mu$ defined by formula (5) is an isomorphism of the representations $T \otimes T^{\prime}$ and $\operatorname{Reg}_{M(T)}$.

Corollary 1. $\operatorname{dim} \mathrm{M}(T)=n^{2}$, where $n=\operatorname{dim} V$.

Let $I$ be the trivial representation $G$ in a space $V$. Setting $g_{1}=e$ or $g_{2}=e$ in (4) we obtain

Corollary 2. The map $\mu$ establishes an isomorphism of the representations $I T^{\prime}$ and $L_{\mathrm{M}(T)}$, as well as of the representations $T I^{\prime}$ and $R_{\mathrm{M}(T)}$.

Corollary 3. $L_{\mathrm{M}(T)} \simeq n T^{\prime}$ and $R_{\mathrm{M}(T)} \simeq n T$. (See Example 1, 3.3.)

Corollary 4. Let $T_{1}$ and $T_{2}$ be nonisomorphic irreducible complex representations of the group $G$. Then the representations $\operatorname{Reg}_{\mathrm{M}\left(T_{1}\right)}$ and $\operatorname{Reg}_{\mathrm{M}\left(T_{2}\right)}$ of $G \times G$ are not isomorphic.

Proof. Suppose $\operatorname{Reg}_{M\left(T_{1}\right)}$ and $\operatorname{Reg}_{M\left(T_{2}\right)}$ are isomorphic. Then so are their restrictions to the subgroup $G \times\{e\}$, i.e., the representations $R_{\mathrm{M}\left(T_{1}\right)}$ and $R_{\mathrm{M}\left(T_{2}\right)}$ of $G$. However, by Corollary 3,

$$
R_{\mathrm{M}\left(T_{1}\right)} \simeq n_{1} T_{1} \quad \text { and } \quad R_{\mathrm{M}\left(T_{2}\right)} \simeq n_{2} T_{2}
$$

(with $n_{1}=\operatorname{dim} T_{1}$ and $n_{2}=\operatorname{dim} T_{2}$ ), and hence $R_{\mathrm{M}\left(T_{1}\right)} \not 千 R_{\mathrm{M}\left(T_{2}\right)}$, a contradiction.

In view of Corollary 3 of 3.2 , Corollary 4 implies
Corollary 5. Let $T_{1}, \ldots, T_{q}$ be pairwise nonisomorphic irreducible complex representations of the group $G$. Then the subspaces $\mathrm{M}\left(T_{1}\right), \ldots, \mathrm{M}\left(T_{q}\right)$ of $\mathbf{C}[G]$ are linearly independent.

Next we find the explicit form of the decomposition of the space $\mathrm{M}(T)$ into a direct sum of minimal left-invariant subspaces.

Let $(e)=\left(e_{1}, \ldots, e_{n}\right)$ be a basis of $V$, and $(\varepsilon)=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ be the dual basis of $V^{\prime}$. Relative to $(e)$, the linear operator $e_{j} \otimes \varepsilon_{i}$ is given by the matrix $E_{j i}$ whose only nonzero entry, equal to one, is in the $(j, i)$ site. Consequently,

$$
\begin{equation*}
\mu\left(e_{j} \otimes \varepsilon_{i}\right)=T_{i j} . \tag{7}
\end{equation*}
$$

Proceeding from the decomposition

$$
V \otimes V^{\prime}=\sum\left(e_{j} \otimes V^{\prime}\right)
$$

of $V \otimes V^{\prime}$ into a direct sum of minimal $I T^{\prime}$-invariant subspaces (see Example 1 of 3.3) we obtain, using the isomorphism $\mu$, the sought-for decomposition of the space $\mathrm{M}(T)$ :

$$
\mathrm{M}(T)=\sum \mu\left(e_{j} \otimes V^{\prime}\right)
$$

A basis of the $j$-th component of this decomposition is provided by the entries of the $j$-th column of the matrix $\left[T_{i j}\right]$.

The decomposition of $\mathrm{M}(T)$ into a direct sum of minimal right-invariant subspaces is obtained in a similar manner. A basis of the $i$-th component of this second decomposition is provided by the entries of the $i$-th row of the matrix $\left[T_{i j}\right]$.

Example. Let $G$ be a cyclic group of order $m$ with generator $a$. Consider its one-dimensional representations

$$
T_{k}\left(a^{x}\right)=\omega^{k x} \quad(k=0,1, \ldots, m-1),
$$

where $\omega=\mathrm{e}^{\frac{2 \pi i}{m}}$. They are obviously pairwise nonisomorphic. Each space $\mathrm{M}\left(T_{k}\right)$ is one-dimensional: it is spanned by the function $T_{k}$. By Corollary 5 , the functions $T_{0}, T_{1}, \ldots, T_{m-1}$ are linearly independent. This can also be verified directly: the matrix constructed from the values of these functions has the form

$$
\left(\begin{array}{lllll}
1 & 1 & 1 & \cdots & 1 \\
1 & \omega & \omega^{2} & \cdots & \omega^{m-1} \\
1 & \omega^{2} & \omega^{4} & \cdots & \omega^{2(m-1)} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
1 & \omega^{m-1} & \omega^{2(m-1)} & \cdots & \omega^{(m-1)^{2}}
\end{array}\right)
$$

and its determinant (a Vandermonde determinant) is different from zero.
4.7. Uniqueness of the Invariant Inner Product. As we saw in Section 2, introducing an invariant inner product in the representation space can be a very useful step. There arises naturally the problem of describing all such inner products. (By an inner product in a complex vector space we shall mean an arbitrary positive definite Hermitian sesquilinear function.)

To study this problem we need the following
Lemma. Let $f$ and $f_{0}$ be two inner products in the complex vector space $V$. Then there exists a linear operator $\sigma$ such that

$$
\begin{equation*}
f(x, y)=f_{0}(\sigma x, y) \tag{8}
\end{equation*}
$$

for all $x, y \in V$.
Proof. Both sides of equation (8) are linear in $x$ and anti-linear in $y$. Hence it suffices to check that (8) holds for vectors forming a basis. Let $(e)=$ $\left(e_{1}, \ldots, e_{n}\right)$ be a basis of $V$ orthonormal with respect to the inner product $f_{0}$.

Let $\sigma$ denote the linear operator given in this basis by the matrix $\left[f\left(e_{j}, e_{i}\right)\right]$. Then

$$
f_{0}\left(\sigma e_{i}, e_{j}\right)=f_{0}\left(\sum_{k} f\left(e_{i}, e_{k}\right) e_{k}, e_{j}\right)=f\left(e_{i}, e_{j}\right)
$$

and so (8) holds with the indicated $\sigma$.

Theorem 8. Let $T: G \rightarrow \mathrm{GL}(V)$ be an irreducible unitary representation. Then the $T$-invariant inner product in $V$ is unique up to a constant factor.

Proof. Let $f_{0}$ and $f$ be two invariant inner products in $V$. Let $\sigma$ be a linear operator satisfying condition (8). We prove that $\sigma$ is an endomorphism of the representation $T$.
For arbitrary $g \in G$ and $x, y \in V$ we have

$$
\begin{align*}
f_{0}\left(T(g)^{-1} \sigma T(g) x, y\right) & =f_{0}(\sigma T(g) x, T(g) y) \\
& =f(T(g) x, T(g) y)  \tag{9}\\
& =f(x, y)=f_{0}(\sigma x, y)
\end{align*}
$$

here we used the invariance of $f$ and $f_{0}$ under $T(g)$. Therefore, $T(g)^{-1} \sigma T(g)$ $=\sigma$, and so $\sigma T(g)=T(g) \sigma$.
Now, by Schur's Lemma, $\sigma=c \varepsilon$ for some $c \in \mathbf{C}$. But then $f=c f_{0}$, as we needed to show.

Theorem 9. Let $T: G \rightarrow \mathrm{GL}(V)$ be a unitary representation. Let $U, W \subset V$ be minimal invariant subspaces such that $T_{U} \not \neq T_{W}$. Then $U$ and $W$ are orthogonal with respect to any invariant inner product in $V$.

Proof. Fix an invariant inner-product in $V$ and denote the corresponding orthogonal projection of the subspace $W$ onto $U$ by $p$. It is easy to see that $p$ is a morphism of the representation $T_{W}$ into $T_{U}$. By Theorem $1, p=0$, which means precisely that $W$ is orthogonal to $U$.

## Questions and Exercises

1. Prove that the image of an invariant subspace under a morphism of representations is an invariant subspace.
2.* Let $G$ be a doubly-transitive group of permutations, i.e., a subgroup of the symmetric group $S_{n}$ with the following property: for any $i, j, k, \ell$ such that $i \neq j$ and $k \neq \ell$ there exists a permutation $\sigma \in G$ such that $\sigma(i)=k$ and $\sigma(j)=\ell$. Let $M$ be a monomial representation of $S_{n}$ (see Example 5 of 1.3). Prove that every endomorphism of the representation $\left.M\right|_{G}$ has the form $a \varepsilon+b \eta$, where $a, b \in \mathbf{C}$ and $\eta\left(e_{i}\right)=e_{1}+\ldots+e_{n}$ for all $i$.
2. Let $T_{1}, \ldots, T_{q}$ be pairwise nonisomorphic complex linear representations of the group $G$. Prove that the set of all morphisms of the representation $\sum k_{i} T_{i}$ into the representation $\sum \ell_{i} T_{i}$ is a vector space of dimension $\sum k_{i} \ell_{i}$.
4.* Using Problems 2 and 3, prove that if $G$ is a doubly-transitive group of permutations, then the representation $\left.M_{0}\right|_{G}$ (see Example 5 of 1.3) is irreducible.
3. Find all automorphisms of the representation of $\mathbf{R}$ by rotations in the Euclidean plane.
4. Let $T$ be an arbitrary complex representation of the abelian group $G$. Show that in the representation space of $T$ there is a basis relative to which all operators $T(g)$, for $g \in G$, are given by triangular matrices.
5. Prove that every irreducible real representation of an abelian group is oneor two-dimensional.
8.* Let $G$ be a finite group and $R$ the right regular representation of $G$ (see 0.9). Give a direct proof of the fact that the dimension of the space of all morphisms of $R$ into an irreducible representation $T$ is equal to $\operatorname{dim} T$. Applying Problem 3, deduce from this that $R \simeq \sum_{i=1}^{q}\left(\operatorname{dim} T_{i}\right) T_{i}$, where $T_{1}, \ldots, T_{q}$ is a complete list of irreducible complex representations of $G$.
6. Under the assumptions of Theorem 4, prove that every $G$-invariant subspace of $V \otimes U$ has the form $V \otimes U_{0}$, where $U_{0}$ is a subspace of $U$.
7. Prove that the matrix elements of an irreducible complex representation are linearly independent. Is this assertion true for real representations?
8. Let $T: G \rightarrow \mathrm{GL}(V)$ be an irreducible complex representation. Prove that the linear span of the set $\{T(g) \mid g \in G\} \subset \mathrm{L}(V)$ equals $\mathrm{L}(V)$ (Burnside's Theorem).
9. Prove that every irreducible representation of the group $G$ over an arbitrary field is isomorphic to a subrepresentation of the right regular representation of $G$.
10. The same for the left regular representation.
14.* Prove Corollaries 4 and 5 of Theorem 7 for linear representations over an arbitrary field.
15.* Let $T: G \rightarrow \mathrm{GL}(V)$ be an irreducible orthogonal representation. Prove that the invariant inner product in $V$ is unique up to a (positive) constant factor.

## II. Representations of Finite Groups

In this chapter we are concerned only with finite-dimensional representations, mainly complex ones. Recall that in Section 2 we have shown that every complex linear representation of a finite group is unitary, and hence completely reducible.

The discussion in 5.3 and 5.5 is valid for arbitrary, and not only finite groups.

## 5. Decomposition of the Regular Representation

5.1. Let $G$ be a finite group, and let $\mathbf{C}[G]$ be the space of $\mathbf{C}$-valued functions on $G$. Then

$$
\operatorname{dim} \mathbf{C}[G]=|G|<\infty
$$

All our results concerning linear representations of finite groups will rely on the study of the regular representations $\operatorname{Reg}, L$, and $R$. We remind the reader that

$$
\begin{aligned}
\left(\operatorname{Reg}\left(g_{1}, g_{2}\right) f\right)(g) & =f\left(g_{2}^{-1} g g_{1}\right) \\
\left(L\left(g_{2}\right) f\right)(g) & =f\left(g_{2}^{-1} g\right)
\end{aligned}
$$

and

$$
\left(R\left(g_{1}\right) f\right)(g)=f\left(g g_{1}\right)
$$

for every function $f \in \mathbf{C}[G]$.
By Corollary 3 to Theorem 7 of 4.6, every irreducible complex representation of $G$ is isomorphic to a subrepresentation of $R$. Since $R$ is finite-dimensional, this yields

Theorem 1. A finite group has only finitely many irreducible complex representations, up to isomorphism.
5.2. To formulate the main results of this section, we fix the following notations:
$G$ is a finite group;
$T_{k}: G \rightarrow \mathrm{GL}\left(V_{k}\right), k=1, \ldots, q$, is a full list of its irreducible complex representations;
$n_{k}=\operatorname{dim} V_{k} ;$
$I_{k}$ is the trivial representation of $G$ in the space $V_{k}$;
$\mu_{k}: \mathrm{L}\left(V_{k}\right) \rightarrow \mathbf{C}[G]$ is the linear map constructed for $T_{k}$ following the rule given in 4.5: $\mu_{k}(\xi)(g)=\operatorname{tr} \xi T_{k}(g)$, for any $\xi \in \mathrm{L}\left(V_{k}\right)$;
$\mathrm{M}\left(T_{k}\right)=\operatorname{Im} \mu_{k}$ is the space of matrix elements of the representation $T_{k}$ (see 4.5).

The main theorem of this section is

Theorem 2. $\mathbf{C}[G]=\mathrm{M}\left(T_{1}\right) \oplus \ldots \oplus \mathrm{M}\left(T_{q}\right)$.
Proof. By Corollary 5 to Theorem 7 of 4.6 , the subspaces $\mathrm{M}\left(T_{1}\right), \ldots, \mathrm{M}\left(T_{q}\right)$ are linearly independent. We show that their sum is equal to $\mathbf{C}[G]$.

Let $\left(f_{1}, \ldots, f_{N}\right)$ be a basis of $\mathbf{C}[G]$. Let $R_{i j}$ denote the matrix elements of the right regular representation relative to this basis. Then

$$
f_{j}(g)=\left(R(g) f_{j}\right)(e)=\left(\sum_{i} R_{i j}(g) f_{i}\right)(e)=\sum_{i} f_{i}(e) R_{i j}(g)
$$

i.e., $f_{j}=\sum_{i} f_{i}(e) R_{i j}$. Thus, the basis functions $f_{j}$ and, generally, all functions on $G$ belong to the space $\mathrm{M}(R)$ of matrix elements of the representation $R$. Since $T_{1}, \ldots, T_{q}$ is the set of all irreducible complex representations of the group $G$,

$$
R \simeq \sum m_{k} T_{k},
$$

and so

$$
\mathrm{M}(R) \subset \mathrm{M}\left(T_{1}\right)+\ldots+\mathrm{M}\left(T_{q}\right)
$$

(see 4.5). Consequently,

$$
\mathbf{C}[G]=\mathrm{M}\left(T_{1}\right)+\ldots+\mathrm{M}\left(T_{q}\right)
$$

as claimed.

Corollary 1. $n_{1}^{2}+\ldots+n_{q}^{2}=|G|$.

Theorem 2, in conjunction with Corollary 3 to Theorem 7 of 4.6 , yields
Corollary 2. $L \simeq R \simeq \sum n_{k} T_{k}$.
(From the foregoing analysis it follows immediately that $L \simeq \sum n_{k} T_{k}^{\prime}$; however, since a dual representation has the same dimension as the original one, $\left.\sum n_{k} T_{k}^{\prime} \simeq \sum n_{k} T_{k}.\right)$

## Examples.

1. If the group $G$ is abelian, then all its irreducible complex representations are one-dimensional (Theorem 5, 4.6). Hence the number of such representations is equal to the order of $G$.
2. The group $G=S_{3}$ clearly possesses the following irreducible complex representations: the two one-dimensional ones described in 3.9, and the twodimensional one of Example 2, 3.7. Since

$$
1^{2}+1^{2}+2^{2}=6=\left|S_{3}\right|
$$

$S_{3}$ has no other irreducible complex representations. In particular, the representation $M_{0}$ constructed in Example 5 of 1.3 is isomorphic to the twodimensional representation indicated above.
5.3. Characters of Linear Representations. Let $T: G \rightarrow \mathrm{GL}(V)$ be a linear representation.

Definition. The function

$$
\chi_{T}: g \mapsto \operatorname{tr} T(g)
$$

is called the character of the representation $T$.
In other words, $\chi_{T}$ is the sum of the diagonal matrix elements of $T$. Notice that $\chi_{T} \in \mathrm{M}(T)$.

## Examples.

1. The character of a one-dimensional representation coincides with the representation itself.
2. The character of a trivial representation is a constant, equal to the dimension of the representation.
3. The character of the representation of $\mathbf{R}$ by rotations in the plane is the function $t \mapsto 2 \cos t$.
4. The character of a monomial representation $M$ of $S_{n}$ (Example 5, 1.3) is the function which assigns to each permutation the number of its fixed points.
5. The character of the two-dimensional representation $T$ of $S_{3}$ constructed in Example 2 of 3.7, is given by the formula

$$
\chi_{T}(\sigma)=\left\{\begin{aligned}
2, & \text { if } \sigma=\varepsilon \\
0, & \text { if } \sigma \text { is a transposition } \\
-1, & \text { if } \sigma \text { is a triple cycle }
\end{aligned}\right.
$$

This follows from the fact that, in a suitable basis, the matrix of the operator $T(\sigma)$ has the form

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right), \quad \text { or } \quad\left(\begin{array}{rr}
-\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right)
$$

depending on which of the three indicated cases $\sigma$ falls into.
Since isomorphic representations are given in compatible bases by identical matrices, we see that isomorphic representations have equal characters.

The character of the dual representation $T^{\prime}$ satisfies the relation

$$
\chi_{T^{\prime}}(g)=\chi_{T}\left(g^{-1}\right)
$$

which follows from formula (1) of 3.1.
The characters of sums and products of representations are calculated by the formulas

$$
\begin{equation*}
\chi_{T+S}=\chi_{T}+\chi_{S} \tag{1}
\end{equation*}
$$

and respectively

$$
\begin{equation*}
\chi_{T S}=\chi_{T} \chi_{S} . \tag{2}
\end{equation*}
$$

The first of these is self-evident, while the second follows from the general property $\operatorname{tr}(\alpha \otimes \beta)=\operatorname{tr} \alpha \cdot \operatorname{tr} \beta$, established in Appendix 2 .

Example. In 1.3 we showed that the monomial representation $M$ of the group $S_{n}$ decomposes into the sum of the trivial one-dimensional representation and the irreducible representation $M_{0}$. Correspondingly,

$$
\chi_{M}(\sigma)=\chi_{M_{0}}(\sigma)+1
$$

for all $\sigma \in S_{n}$. Since the character of $M$ is already known (see Example 4 above), this formula permits us to find the character of $M_{0}$. In particular, for $n=3$ we get

$$
\chi_{M_{0}}(\sigma)=\left\{\begin{aligned}
2, & \text { if } \sigma=\varepsilon, \\
0, & \text { if } \sigma \text { is a transposition }, \\
-1, & \text { if } \sigma \text { is a triple cycle }
\end{aligned}\right.
$$

The representation $M_{0}$ of $S_{3}$ is isomorphic to the representation constructed in Example 2, 3.7 (see Example 2, 5.2), and our result agrees with the one obtained above in Example 5.

The most important property of the character of a representation is that it is constant on every conjugacy class of elements of the group (see Appendix 4), i.e.,
(3) $\quad \chi_{T}\left(g x g^{-1}\right)=\chi_{T}(x)$
for all $g, x \in G$. This follows from the facts that the matrices of the operators $T\left(g x g^{-1}\right)$ and $T(x)$ are similar and similar matrices have the same trace.

Definition. A function $f$ on the group $G$ with the property that

$$
f\left(g x g^{-1}\right)=f(x) \quad \text { for all } g, x \in G
$$

is called a Central function.
Thus, the character of any representation is a central function. We could have verified this in each of the examples discussed above.
5.4. It is clear that the central functions form a subspace in the space of all functions on $G$. We denote it by $\mathbf{C}[G]^{\#}$.

If the group $G$ is finite, then the dimension of $\mathbf{C}[G]^{\#}$ is equal to the number of distinct conjugacy classes of $G$.

Theorem 3. The characters of the irreducible complex representations of a finite group $G$ constitute a basis of the space $\mathbf{C}[G]^{\#}$.

Proof. Preserving the notations of 5.2 , we let $\chi_{k}$ denote the character of the representation $T_{k}$.

By Theorem 2, each function $f \in \mathbf{C}[G]$ is uniquely expressible as

$$
\begin{equation*}
f=f_{1}+\ldots+f_{q}, \quad f_{k} \in \mathrm{M}\left(T_{k}\right) \tag{4}
\end{equation*}
$$

According to the definition, $f$ is central if

$$
\begin{equation*}
\operatorname{Reg}(g, g) f=f \tag{5}
\end{equation*}
$$

for all $g \in G$. Since the subspaces $\mathrm{M}\left(T_{k}\right)$ are invariant under Reg, (5) implies that

$$
\operatorname{Reg}(g, g) f_{k}=f_{k}
$$

for all $k$ and all $g \in G$, i.e., each $f_{k}$ is a central function. Hence, in order to prove the theorem it suffices to show that every central function belonging to $\mathrm{M}\left(T_{k}\right)$ is proportional to $\chi_{k}$. This is the objective of the following lemma.

Lemma. Let $T: G \rightarrow \mathrm{GL}(V)$ be an irreducible complex representation of the group $G$, and let $\chi=\chi_{T}$ be its character. Then every central function $f$ belonging to $\mathrm{M}(T)$ is proportional to $\chi_{T}$.

Proof. We use the isomorphism $\mu$ of the representations $T \otimes T^{\prime}$ and $\operatorname{Reg}_{\mathrm{M}(T)}$ (Theorem 7, 4.6). Let $f=\mu(\xi)$, with $\xi \in \mathrm{L}(V)$. Since $\mu$ is an isomorphism, the fact that $f$ is central, expressed by equation (5), translates into the equality

$$
T(g) \xi T(g)^{-1}=\xi
$$

for all $g \in G$, i.e., into $\xi$ being an endomorphism of the representation $T$. By Schur's Lemma, $\xi=c \varepsilon$, with $c \in \mathbf{C}$. Now observe that

$$
(\mu(\varepsilon))(g)=\operatorname{tr} \varepsilon T(g)=\operatorname{tr} T(g)=\chi(g),
$$

i.e., $\mu(\varepsilon)=\chi$. Consequently, $\mu(\xi)=c \chi$, as needed.

Corollary 1. The number of irreducible complex representations of a finite group $G$ is equal to the number of its distinct conjugacy classes.

Corollary 2. An irreducible complex representation of a finite group $G$ is uniquely determined, up to an isomorphism, by its character.

Proof. Every complex representation $T$ of the group $G$ has the form

$$
T=\sum_{k} m_{k} T_{k}
$$

and then $\chi_{T}=\sum_{k} m_{k} \chi_{k}$. Since the characters $\chi_{k}$ are linearly independent (which, in fact, is the only part of Theorem 3 that we need), the coefficients $m_{k}$ are uniquely determined by $\chi_{T}$, and hence so is the representation $T$.

## Examples.

1. In an abelian group every conjugacy class consists of a single element. Accordingly, the number of irreducible complex representations of a finite abelian group is equal to its order (another proof of this fact was given in Example 1 of 5.2).
2. In the group $S_{4}$ there are five conjugacy classes, with representatives $\varepsilon,(12),(12)(34),(123)$, and (1234). We already know the following four irreducible complex representations of $S_{4}$ : two one-dimensional representations (see the Example in 3.9), the two-dimensional one (Example 2, 3.8), and the three-dimensional representation $M_{0}$ (Example 5, 1.3). The sum of the
squares of their dimensions is $1^{2}+1^{2}+2^{2}+3^{2}=15$. Hence $S_{4}$ possesses one more irreducible complex representation, of dimension $\sqrt{24-15}=3$.

The representation missing in our list can be described as a product $M_{0} \Pi$, where $\Pi$ is the nontrivial one-dimensional representation. In fact, $M_{0} \Pi$ is irreducible. Also, it is not isomorphic to $M_{0}$, since $\operatorname{det}\left(M_{0} \Pi\right)(g)=1$ for all $g \in S_{4}$, whereas the representation $M_{0}$ does not have this property. It is readily established that $\left(M_{0} \Pi\right)\left(S_{4}\right)$ is the group of rotations of a cube, whereas $M_{0}\left(S_{4}\right)$ is the full group of symmetries of a regular tetrahedron.
5.5. In applications of group theory the regular representation per se is rarely encountered. However, one is often led to considering its subrepresentations connected with the so-called transitive actions of the given group.

Definition. An action $s: G \rightarrow S(X)$ is said to be Transitive if for any $x, y \in$ $X$ there is a $g \in G$ such that $s(g) x=y$.

## Examples.

1. The natural action of $S_{n}$ on the set $\{1,2, \ldots, n\}$.
2. The action of the orthogonal group on the unit sphere.

An important and, as we shall see presently, universal example of a transitive action is $l^{H}$, the action of the group $G$ on the set $G / H$ of left cosets of the subgroup $H$ in $G$ defined by the rule

$$
l^{H}(g)(u H)=g u H .
$$

For $H=\{e\}, l^{H}=l$, the action of $G$ on itself by left translations.
Now let $s: G \rightarrow S(X)$ be an arbitrary transitive action. Pick an arbitrary point $o \in X$ and consider the map

$$
p: G \rightarrow X, \quad g \mapsto g o .
$$

It follows from the transitivity of $s$ that $p(G)=X$. Let $H$ denote the ISOTROPY SUBGROUP of the point $o$ :

$$
H=\{g \in G \mid g o=o\} .
$$

The preimage of any point $x=g o \in X$ under $p$ is precisely the left coset $g H$. Hence there is a bijective map

$$
\bar{p}: G / H \rightarrow X
$$

sending every coset $g H$ into the point go (which does not depend on the choice of a representative in the coset). It commutes with the actions of $G$ :

$$
\bar{p} l^{H}(g)=s(g) \bar{p} \quad \text { for all } g \in G \text {; }
$$

in fact, for every coset $u H$ we have

$$
\bar{p} l^{H}(g)(u H)=\bar{p}(g u H)=g u o
$$

and

$$
s(g) \bar{p}(u H)=s(g)(u o)=g u o
$$

Thus, every transitive action is isomorphic to an action of the form $l^{H}$. Accordingly, the corresponding linear representation in the space of functions on $X$ is isomorphic to the linear representation $l_{*}^{H}=L^{H}$ in the space of functions on $G / H$.
Moreover, functions on $G / H$ may be regarded as functions on $G$ that are constant on the cosets of $H$ in $G$. Under this convention, $L^{H}$ turns into the subrepresentation of $L$ corresponding to the invariant subspace

$$
\begin{align*}
\mathbf{C}[G]^{H} & =\{f \in \mathbf{C}[G] \mid f(g h)=f(g) \text { for all } g \in G, h \in H\} \\
& =\{f \in \mathbf{C}[G] \mid R(h) f=f \text { for all } h \in H\} \tag{6}
\end{align*}
$$

consisting of the functions constant on the cosets of $H$ in $G$.
The next subsection is devoted to the study of representations of the form $L^{H}$ for finite groups.
5.6. Theorem 4. Let $H$ be a subgroup of the finite group $G$. Then

$$
\begin{equation*}
\mathbf{C}[G]^{H}=\sum \mu_{k}\left(V_{k}^{H} \otimes V_{k}^{\prime}\right), \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{k}^{H}=\left\{x \in V_{k} \mid T_{k}(h) x=x \text { for all } h \in H\right\} . \tag{8}
\end{equation*}
$$

Proof. Since $\mathbf{C}[G]=\sum_{k} \mathrm{M}\left(T_{k}\right)$ and the subspaces $\mathrm{M}\left(T_{k}\right)$ are invariant under right translations,

$$
\mathbf{C}[G]^{H}=\sum_{k} \mathrm{M}\left(T_{k}\right)^{H}
$$

where

$$
\mathrm{M}\left(T_{k}\right)^{H}=\left\{f \in \mathrm{M}\left(T_{k}\right) \mid R(h) f=f \text { for all } h \in H\right\}
$$

By Theorem 7 of 4.6, the representation $R_{\mathrm{M}\left(T_{k}\right)}$ is isomorphic to $T_{k} I_{k}^{\prime}$, and the isomorphism is realized by the map $\mu_{k}$. Let $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ be a basis of $V_{k}^{\prime}$. Every function $f \in \mathrm{M}\left(T_{k}\right)$ is uniquely expressible as

$$
f=\mu_{k}\left(\sum_{i} x_{i} \otimes \varepsilon_{i}\right), \quad \text { with } x_{i} \in V_{k}
$$

Then

$$
R(h) f=\mu_{k}\left(\sum_{i} T_{k}(h) x_{i} \otimes \varepsilon_{i}\right)
$$

for all $h \in H$. Hence, $f \in \mathrm{M}\left(T_{k}\right)^{H}$ if and only if $x_{i} \in V_{k}^{H}$ for all $i$. We conclude that $\mathrm{M}\left(T_{k}\right)^{H}=\mu_{k}\left(V_{k}^{H} \otimes V_{k}^{\prime}\right)$, as needed.

Corollary. $L^{H} \simeq \sum_{k} m_{k} T_{k}$, where $m_{k}=\operatorname{dim} V_{k}^{H}=\operatorname{dim}\left(V_{k}^{\prime}\right)^{H}$.
Proof. The map $\mu_{k}$ is an isomorphism of the representations $L_{\mathrm{M}\left(T_{k}\right)}$ and $I_{k} T_{k}^{\prime}$. Consequently,

$$
L_{\mathrm{M}\left(T_{k}\right)^{H}} \simeq m_{k} T_{k}^{\prime},
$$

where $m_{k}=\operatorname{dim} V_{k}^{H}$, and so

$$
L^{H}=\sum_{k} L_{\mathrm{M}\left(T_{k}\right)^{H}} \simeq \sum_{k} m_{k} T_{k}^{\prime}=\sum_{k} m_{k}^{\prime} T_{k},
$$

where $m_{k}^{\prime}=\operatorname{dim}\left(V_{k}^{\prime}\right)^{H}$. It remains to show that $m_{k}=m_{k}^{\prime}$, which is done by applying the following general lemma to the representation $S=\left.T_{k}\right|_{H}$.

Lemma. Let $S: H \rightarrow \mathrm{GL}(V)$ be a completely reducible linear representation of the group $H$. Then $\operatorname{dim} V^{H}=\operatorname{dim}\left(V^{\prime}\right)^{H}$.

Proof. Let $S=\sum S_{i}$ be the decomposition of $S$ into a sum of irreducible representations. Then $\operatorname{dim} V^{H}$ is equal to the number of trivial representations among the $S_{i}^{\prime} \mathrm{s}$. The dual representation $S^{\prime}$ admits the decomposition $S^{\prime}=\sum S_{i}^{\prime}$, and the lemma follows on observing that $S_{i}^{\prime}$ is trivial if and only if $S_{i}$ is trivial.

Example. Let $G$ be the group of rotations of a cube, and let $s$ be its natural action on the set $X$ of faces of the cube (see Example 1, 0.9). Since $s$ is transitive, the representation $s_{*}$ is isomorphic to $L^{H}$, where $H$ is the isotropy subgroup of an arbitrary face. It is clear that $H$ is a cyclic group of order 4. It is known (see, for example, [8]), that $G \simeq S_{4}$. The isomorphism $G \rightarrow S_{4}$ takes $H$ into the subgroup $<(1234)>$.

As we saw in Example 4 of $5.4, S_{4}$ has five irreducible complex representations of dimensions $1,1,2,3$, and 3 . It is readily seen that the subspace of $H$-invariant vectors is one-dimensional for the trivial one-dimensional representation $I$, the two-dimensional representation, and the three-dimensional representation $M_{0} \Pi$, and that it is zero-dimensional for the representations $\Pi$ and $M_{0} . M_{0} \Pi$ corresponds to the identity representation Id of $G$.

Therefore

$$
\begin{equation*}
s_{*} \simeq I+P+\mathrm{Id}, \tag{9}
\end{equation*}
$$

where $P$ denotes an irreducible two-dimensional representation. The invariant subspaces $U_{1}, U_{2}, U_{3} \subset \mathbf{C}[X]$ corresponding to the decomposition (9) are described as follows:
$U_{1}$ consists of the constant functions,
$U_{2}$ consists of the "even" functions (i.e., functions taking identical values on opposite faces of the cube) with null sums of values, and
$U_{3}$ consists of the "odd" functions (i.e., functions taking opposite values on opposite faces of the cube).
5.7. Representations of the group $A_{5}$. As an illustration of the results obtained in this section we find all irreducible complex representations of the group $A_{5}$ of even permutations of degree five.

In $A_{5}$ there are five distinct conjugacy classes, with the permutations $\varepsilon$, $(12)(34),(123),(12345)$, and (21345) as representatives. Accordingly, $A_{5}$ possesses five irreducible complex representations, denoted here by $T_{1}$ through $T_{5}$. Setting $n_{k}=\operatorname{dim} T_{k}$, we have $\sum_{k=1}^{5} n_{k}^{2}=\left|A_{5}\right|=60$.
The restriction of the representation $M_{0}$ of $S_{5}$ to $A_{5}$ is irreducible (see Exercise 11, 1.6). It is four-dimensional, and we denote it by $T_{4}$.

Also, we let $T_{1}$ denote the trivial one-dimensional representation.
Since $n_{1}^{2}+n_{4}^{2}=17$, we have $n_{2}^{2}+n_{3}^{2}+n_{5}^{2}=60-17=43$, which yields $n_{2}=n_{3}=3$ and $n_{5}=5$.
It is known (see, for example, [8]), that $A_{5}$ is isomorphic to the group $G(D)$ of rotations of a regular dodecahedron $D$. An arbitrarily fixed isomorphism $A_{5} \rightarrow G(D)$ yields a three-dimensional irreducible representation $T_{2}$. Let $a$ be the outer automorphism of $A_{5}$ given by

$$
a(\sigma)=(12) \sigma(12)^{-1} \quad\left(\sigma \in A_{5}\right)
$$

Then $T_{2} \circ a=T_{3}$ is a three-dimensional irreducible representation of $A_{5}$ that is not isomorphic to $T_{2}$. In fact, a maps the two conjugacy classes of elements of order five existing in $A_{5}$ into one another. The elements of one of these classes are taken by the representation $T_{2}$ into rotations through $2 \pi / 5$, and the elements of the second into rotations through $4 \pi / 5$; under the representation $T_{3}$ one has the opposite situation.
The remaining five-dimensional irreducible representation $T_{5}$ can be found upon decomposing the representation $s_{*}$ associated with the transitive action $s$ of the group $A_{5} \simeq G(D)$ on the set $X$ of faces of $D$. The isotropy subgroup for this action is a cyclic group of order five. Using the results of 5.6 , one can show that

$$
\begin{equation*}
s_{*} \simeq L^{H} \simeq T_{1}+T_{2}+T_{3}+T_{5} . \tag{10}
\end{equation*}
$$

The representation $T_{5}$ is realized in the subspace of $\mathbf{C}[X]$ consisting of the even functions (see the Example, 5.6) with null sums of values.

## Questions and Exercises

1. Construct a basis of matrix elements in the space $\mathbf{C}\left[S_{3}\right]$.
2. What is the value of a character at the identity element of the group?
3. Calculate the characters
a) of all irreducible complex representations of $S_{3}$;
b) of the left and right regular representations of an arbitrary finite group.
4. Find all irreducible complex representations of the group $A_{4}$ and calculate their characters.
5. Suppose that all irreducible complex representations of the group $G$ are one-dimensional. Prove that $G$ is abelian.
6.* Prove that every finite group of order larger than 2 has more than two irreducible complex representations.
6. Find the irreducible complex representations
a) of the dihedral group

$$
D_{n}=<a, b \mid a^{n}=b^{2}=1, \quad b a b^{-1}=a^{-1}>
$$

b)* of the generalized group of quaternion units

$$
Q_{n}=<a, b \mid a^{2 n}=b^{4}=1, \quad b a b^{-1}=a^{-1}, \quad b^{2}=a^{n}>
$$

Verify Corollary 1 to Theorem 2 and Corollary 1 to Theorem 3 for these examples.
8. By computing characters, find out for which values of $n$ the representations $M_{0}$ and $M_{0} \Pi$ of the group $S_{n}$ are not isomorphic.
9. Let $H$ be a subgroup of the finite group $G$. In the notations of 5.2 and 5.6 , show that

$$
\sum_{k} m_{k} n_{k}=[G: H]
$$

(where $[G: H]$ denotes the order of $H$ in $G$ ).
10. Decompose the representation $s_{*}$ into a sum of irreducible representations in the case where $s$ is
a) the action of the group of rotations of a cube on the set of its vertices;
b) the action of the full symmetry group of a regular tetrahedron on the set of its edges.
11. Find the character of the five-dimensional irreducible complex representation of $A_{5}$.
12. Prove that a representation of a finite group is isomorphic to its dual if and only if its character takes on only real values.

## 6. Orthogonality Relations

Throughout this section $G$ is a finite group. We preserve the notations of 5.2, and $\mathbf{C}[G]^{\#}, \chi_{k}$ of 5.4.

The space $\mathbf{C}[G]$ of functions on the group $G$ is equipped with the inner product defined by the formula

$$
\begin{equation*}
\left(f_{1}, f_{2}\right)=\frac{1}{|G|} \sum_{g \in G} f_{1}(g) \overline{f_{2}(g)} \tag{1}
\end{equation*}
$$

We show that $(\cdot, \cdot)$ is invariant under left and right translations, i.e., under the regular representation Reg of $G \times G$ in $\mathbf{C}[G]$.

In fact,

$$
\begin{equation*}
\left(\operatorname{Reg}\left(g_{1}, g_{2}\right) f_{1}, \operatorname{Reg}\left(g_{1}, g_{2}\right) f_{2}\right)=\frac{1}{|G|} \sum_{g \in G} f_{1}\left(g_{2}^{-1} g g_{1}\right) \overline{f_{2}\left(g_{2}^{-1} g g_{1}\right)} \tag{2}
\end{equation*}
$$

for every $g_{1}, g_{2} \in G$. Since the equation $g_{2}^{-1} x g_{1}=g$ has a unique solution for every $g \in G$, the sum in (2) differs from that in (1) only in the order of the terms. Consequently,

$$
\left(\operatorname{Reg}\left(g_{1}, g_{2}\right) f_{1}, \operatorname{Reg}\left(g_{1}, g_{2}\right) f_{2}\right)=\left(f_{1}, f_{2}\right)
$$

as claimed.
The main theorem of this section describes the inner products of the matrix elements of the irreducible representations of $G$.

Let $T_{k, i j}$ denote the matrix elements of the representation $T_{k}$ relative to an orthonormal basis of the space $V_{k}$ (it is assumed that the inner product in $V_{k}$ is $T_{k}$-invariant).

Theorem 1. The matrix elements $T_{k, i j}$ constitute an orthogonal basis in $\mathbf{C}[G]$. Moreover

$$
\left(T_{k, i j}, T_{k, i j}\right)=n_{k}^{-1}
$$

Proof. We first show that for $k \neq \ell$ the matrix elements of the representations $T_{k}$ and $T_{\ell}$ are orthogonal. To this end we apply Theorem 9 of 4.7 to the representation Reg. The representations $\operatorname{Reg}_{M\left(T_{k}\right)}$ and $\operatorname{Reg}_{M\left(T_{\ell}\right)}$ are not isomorphic (Corollary 4 to Theorem 7, 4.6). Hence, the subspaces $\mathrm{M}\left(T_{k}\right)$ and $\mathrm{M}\left(T_{\ell}\right)$ are orthogonal.

To evaluate the inner products of the matrix elements of the representation $T_{k}$, we use the isomorphism

$$
\mu_{k}: \mathrm{L}\left(V_{k}\right) \rightarrow \mathrm{M}\left(T_{k}\right)
$$

In $\mathrm{L}\left(V_{k}\right)$ we define an inner product by the rule

$$
\begin{equation*}
(\xi, \eta)=\operatorname{tr} \xi \eta^{*} \tag{3}
\end{equation*}
$$

where $\eta^{*}$ denotes the adjoint of the operator $\eta$. This inner product is invariant under the representation $T_{k} \otimes T_{k}^{\prime}$. In fact,

$$
\begin{aligned}
\left(T\left(g_{1}\right) \xi T\left(g_{2}\right)^{-1},\right. & \left.T\left(g_{1}\right) \eta T\left(g_{2}\right)^{-1}\right) \\
& =\operatorname{tr} T\left(g_{1}\right) \xi T\left(g_{2}\right)^{-1} T\left(g_{2}\right)^{*-1} \eta^{*} T\left(g_{1}\right)^{*} \\
& =\operatorname{tr} T\left(g_{1}\right) \xi \eta^{*} T\left(g_{1}\right)^{-1}=\operatorname{tr} \xi \eta^{*}=(\xi, \eta)
\end{aligned}
$$

for all $g_{1}, g_{2} \in G$ (here we used the fact that the operators $T\left(g_{1}\right)$ and $T\left(g_{2}\right)$ are unitary, and hence their adjoints coincide with their inverses).
Let $(e)=\left(e_{1}, \ldots, e_{n_{k}}\right)$ be an orthonormal basis of $V_{k}$, and let $(\varepsilon)=$ $\left(\varepsilon_{1}, \ldots, \varepsilon_{n_{k}}\right)$ be the dual basis of $V_{k}^{\prime}$. We claim that the operators $e_{i} \otimes \varepsilon_{j}$ constitute an orthonormal basis in the space $\mathrm{L}\left(V_{k}\right)=V_{k} \otimes V_{k}^{\prime}$. In fact, the matrix of $e_{i} \otimes \varepsilon_{j}$ is $E_{i j}$, and the matrix of the adjoint operator is $\bar{E}_{i j}^{\prime}=E_{j i}$. Hence

$$
\left(e_{i} \otimes \varepsilon_{j}, e_{s} \otimes \varepsilon_{t}\right)=\operatorname{tr} E_{i j} E_{t s}= \begin{cases}1, & \text { if } i=s, j=t \\ 0, & \text { otherwise }\end{cases}
$$

We carry the inner product (3) over to the space $\mathrm{M}\left(T_{k}\right)$ using the mapping $\mu_{k}$. Since $\mu_{k}$ is an isomorphism of the representations $T_{k} \otimes T_{k}^{\prime}$ and $\operatorname{Reg}_{\mathrm{M}\left(T_{k}\right)}$, we obtain in this manner a Reg-invariant inner product in $\mathrm{M}\left(T_{k}\right)$. By Theorem 8 of 4.7, the latter must be proportional to the inner product (1). This means that for every $\xi, \eta \in \mathrm{L}\left(V_{k}\right)$ we have

$$
\begin{equation*}
\left(\mu_{k}(\xi), \mu_{k}(\eta)\right)=c_{k} \operatorname{tr} \xi \eta^{*} \tag{4}
\end{equation*}
$$

where $c_{k}$ is a constant.

As $T_{k, i j}=\mu_{k}\left(e_{j} \otimes \varepsilon_{i}\right)$ (formula (7), 4.6), it follows from (4) that, for each fixed $k$, the functions $T_{k, i j}$ form an orthogonal basis of the space $\mathrm{M}\left(T_{k}\right)$, and that

$$
\left(T_{k, i j}, T_{k, i j}\right)=c_{k} .
$$

It remains to show that $c_{k}=n_{k}^{-1}$.
To this end, we notice that from the unitarity of the operators $T_{k}(g)$ it follows that

$$
\sum_{j} T_{k, i j}(g) \overline{T_{k, i j}(g)}=1
$$

for all $g \in G$. Summing over $g \in G$ and dividing by $|G|$ we get

$$
\sum_{j}\left(T_{k, i j}, T_{k, i j}\right)=1
$$

i.e., $n_{k} c_{k}=1$, as needed.

Corollary 1. The characters $\chi_{1}, \ldots, \chi_{q}$ form an orthonormal basis in the space $\mathbf{C}[G]^{\#}$.

Proof. We have $\chi_{k}=\sum_{i} T_{k, i i}$. Consequently, $\left(\chi_{k}, \chi_{\ell}\right) \neq 0$ for $k \neq \ell$, whereas

$$
\left(\chi_{k}, \chi_{k}\right)=\sum_{i}\left(T_{k, i i}, T_{k, i i}\right)=n_{k} n_{k}^{-1}=1
$$

The main application of the orthogonality relations is

Corollary 2. Let $T$ be a complex linear representation of the group $G$. Then $T \simeq \sum m_{k} T_{k}$, where

$$
\begin{equation*}
m_{k}=\left(\chi_{T}, \chi_{k}\right) \tag{5}
\end{equation*}
$$

Proof. If $T \simeq \sum m_{k} T_{k}$, then $\chi_{T}=\sum m_{k} T_{k}$ and, by Corollary 1, $\left(\chi_{T}, \chi_{k}\right)=m_{k}$.

Thus, once we know the character $\chi_{T}$ of the representation $T$, we can find the decomposition of $T$ into a sum of irreducible representations, referred to as the SPECTRUM of $T$. In this way we can, in particular, find the spectrum of the product of two representations; indeed, the character of the product is equal to the product of the characters of the two given representations (see 5.3).

We mention also

Corollary 3. The complex representation $T$ of $G$ is irreducible if and only if

$$
\left(\chi_{T}, \chi_{T}\right)=1
$$

Proof. Suppose $T \simeq \sum m_{k} T_{k}$. Then $\left(\chi_{T}, \chi_{T}\right)=\sum m_{k}^{2}$. Obviously, $\sum m_{k}^{2}=$ 1 if and only if one of the numbers $m_{k}$ is equal to 1 and the others to 0 .

## Examples.

1. The matrix elements of the complex irreducible representations of a finite abelian group $G$ coincide with the characters of $G$ and hence with the representations themselves. The meaning of the orthogonality relations is that the matrix built from the values of the matrix elements, each divided by $|G|^{1 / 2}$, is unitary. For example, if $G$ is a cyclic group of order $m$, this matrix has the form (see the Example of 4.6)

$$
\frac{1}{\sqrt{m}}\left(\begin{array}{lllll}
1 & 1 & 1 & \ldots & 1 \\
1 & \omega & \omega^{2} & \ldots & \omega^{m-1} \\
1 & \omega^{2} & \omega^{4} & \ldots & \omega^{2(m-1)} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
1 & \omega^{m-1} & \omega^{2(m-1)} & \ldots & \omega^{(m-1)^{2}}
\end{array}\right), \quad \text { with } \omega=\mathrm{e}^{\frac{2 \pi i}{m}} .
$$

2. Using the description of the irreducible complex representations of the group $A_{5}$ given in 5.7, we can write down the following table of characters of $A_{5}$ :

|  | $\varepsilon$ | $(12)(34)$ | $(123)$ | $(12345)$ | $(21345)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\chi_{1}$ | 1 | 1 | 1 | 1 | 1 |
| $\chi_{2}$ | 3 | -1 | 0 | $\frac{1}{2}(1+\sqrt{5})$ | $\frac{1}{2}(1-\sqrt{5})$ |
| $\chi_{3}$ | 3 | -1 | 0 | $\frac{1}{2}(1-\sqrt{5})$ | $\frac{1}{2}(1+\sqrt{5})$ |
| $\chi_{4}$ | 4 | 0 | 1 | -1 | -1 |
| $\chi_{5}$ | 5 | 1 | -1 | 0 | 0 |
|  | 1 | 15 | 20 | 12 | 12 |

Here in the first and last rows we indicate representatives of the conjugacy classes and the numbers of elements in these classes respectively; the latter are needed in order to compute the inner products according to formula (1).

The characters $\chi_{2}$ and $\chi_{3}$ are found from the geometrical description of the representations $T_{2}$ and $T_{3}$. For instance, the operator $T_{2}((12345))$ is a rotation through an angle of $2 \pi / 5$; relative to a suitable basis it is described by the matrix

$$
\left(\begin{array}{ccc}
\cos \frac{2 \pi}{5} & -\sin \frac{2 \pi}{5} & 0 \\
\sin \frac{2 \pi}{5} & \cos \frac{2 \pi}{5} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

the trace of which is $2 \cos \frac{2 \pi}{5}+1=\frac{1}{2}(1+\sqrt{5})$.
The character $\chi_{5}$ can be found from formula (10) of 5.7.
The characters found above satisfy the orthogonality relations. For example,

$$
\left(\chi_{4}, \chi_{5}\right)=\frac{1}{60}(4 \cdot 5+20 \cdot 1 \cdot(-1))=0
$$

The table of characters can be used to compute spectra of products of representations. For example, let us find the character of the representation $T_{2}^{2}$. By formula (2) of 5.3 , it is equal to $\chi_{2}^{2}$. We write its values in a table

|  | $\varepsilon$ | $(12)(34)$ | $(123)$ | $(12345)$ | $(21345)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\chi_{2}^{2}$ | 9 | 1 | 0 | $\frac{1}{2}(3+\sqrt{5})$ | $\frac{1}{2}(3-\sqrt{5})$ |

We next compute the inner products $\left(\chi_{2}^{2}, \chi_{k}\right)$ :

$$
\begin{aligned}
& \left(\chi_{2}^{2}, \chi_{1}\right)=\frac{1}{60}\left[9+15 \cdot 1+12 \cdot \frac{1}{2}(3+\sqrt{5})+12 \cdot \frac{1}{2}(3-\sqrt{5})\right]=1, \\
& \left(\chi_{2}^{2}, \chi_{2}\right)=\frac{1}{60}[3 \cdot 9+15 \cdot(-1)+12 \cdot(2+\sqrt{5})+12 \cdot(2-\sqrt{5})]=1, \\
& \left(\chi_{2}^{2}, \chi_{3}\right)=\frac{1}{60}\left[3 \cdot 9+15 \cdot(-1)-12 \cdot \frac{1}{2}(1+\sqrt{5})-12 \cdot \frac{1}{2}(1-\sqrt{5})\right]=0, \\
& \left(\chi_{2}^{2}, \chi_{4}\right)=\frac{1}{60}\left[4 \cdot 9-12 \cdot \frac{1}{2}(3+\sqrt{5})-12 \cdot \frac{1}{2}(3-\sqrt{5})\right]=0, \\
& \left(\chi_{2}^{2}, \chi_{5}\right)=\frac{1}{60}(5 \cdot 9+15)=1 .
\end{aligned}
$$

Applying Corollary 2 of Theorem 1, we conclude that

$$
\begin{equation*}
T_{2}^{2} \simeq T_{1}+T_{2}+T_{5} \tag{6}
\end{equation*}
$$

## Questions and Exercises

1. Let $\chi_{R}$ denote the character of the right regular representation $R$. Compute the inner product $\left(\chi_{R}, \chi_{R}\right)$ directly, and also by decomposing $R$ into a sum of irreducible representations.
2. Let $T$ be a complex linear representation of the group $G$ in a space $V$. Show that

$$
\operatorname{dim} V^{G}=\frac{1}{|G|} \sum_{g \in G} \chi_{T}(g)
$$

3. Write down the table of characters of $S_{4}$ and find the spectrum of the representation $M_{0}^{2}$.
4. Use the theory of characters to find the spectra of the representations of $S_{4}$ (see Exercise 10, Section 5) in
a) the space of functions on the set of vertices of the cube;
b) the space of functions on the set of edges of the tetrahedron.
5.* Let $T: A_{5} \rightarrow \mathrm{GL}(V)$ be a three-dimensional irreducible representation. Decompose $\mathrm{L}(V)$ into a direct sum of minimal invariant subspaces with respect to the representation $T T^{\prime}$.
5. Let $s$ be an arbitrary action of the finite group $G$ on the set $X$. Let $x_{1}, \ldots, x_{m}$ be representatives of the distinct orbits and $H_{1}, \ldots, H_{m}$ the corresponding isotropy subgroups. Prove that

$$
s_{*} \simeq L^{H_{1}}+\ldots+L^{H_{m}} .
$$

7. Let $T$ be an $n$-dimensional irreducible complex representation of the finite group $G$. Prove that

$$
\sum_{g \in G} \overline{\chi_{T}(g)} T(g)=\frac{|G|}{n} \varepsilon
$$

(Hint. Use Schur's Lemma to prove that the operator appearing on the lefthand side is scalar, and then compute its trace.)
8.* Prove that the dimension of any irreducible complex representation of the finite group $G$ divides the order of $G$. (Hint. Use Exercise 7 to show that the trace of any power of the operator $\frac{|G|}{n} \varepsilon$ is an integer.)

## III. Representations of Compact Groups

If we leave the framework of pure algebra and decide to consider continuous homomorphisms, continuous representations, and so on, we discover that compact topological groups are in many respects similar to finite groups. In this chapter we examine the simplest examples of connected compact groups and their linear representations, and we generalize to compact linear groups the main theorems on matrix elements proven in the preceding chapter for finite groups. In the next chapter we will discuss the basic method of the theory of Lie groups and then use it, in particular, to describe all linear representations of the simplest compact groups. All this, however, can serve only as an introduction to the present day theory of linear representations of compact groups, the most important parts of which are

1) the classification of linear representations of compact connected Lie groups, and
2) the Peter-Weyl Theorem on the completeness of the set of matrix elements of an arbitrary compact group.

For the classification of representations of compact Lie groups, we send the reader to the books [1] and [11], among others. Expositions of the proof of the Peter-Weyl Theorem are given in [7] and [10].

## 7. The groups $\mathrm{SU}_{2}$ and $\mathrm{SO}_{3}$

The simplest connected compact group is the commutative group $\mathbf{T}$, the unit circle. Among the noncommutative connected compact groups, the simplest are the intimately related groups $\mathrm{SU}_{2}$ and $\mathrm{SO}_{3}$, to which this section is devoted.
7.1. $\mathrm{SU}_{2}$. It is readily seen that

$$
\mathrm{SU}_{2}=\left\{\left(\begin{array}{rr}
z_{1} & z_{2} \\
-\bar{z}_{2} & \bar{z}_{1}
\end{array}\right)\left|z_{1}, z_{2} \in \mathbf{C},\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}=1\right\}\right.
$$

Consider the set of matrices

$$
\mathbf{H}=\left\{\left.\left(\begin{array}{rr}
z_{1} & z_{2} \\
-\bar{z}_{2} & \bar{z}_{1}
\end{array}\right) \right\rvert\, z_{1}, z_{2} \in \mathbf{C}\right\} .
$$

It is a four-dimensional real subspace of the vector space $L_{2}(\mathbf{C})$, and enjoys the following remarkable properties:

1) $\mathbf{H}$ is closed under multiplication, i.e., it is a real subalgebra of the algebra $\mathrm{L}_{2}(\mathbf{C})$;
2) the determinant is a positive definite quadratic function on $\mathbf{H}$ :

$$
\operatorname{det}\left(\begin{array}{rr}
z_{1} & z_{2} \\
-\bar{z}_{2} & \bar{z}_{1}
\end{array}\right)=\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}=x_{0}^{2}+x_{1}^{2}+x_{2}^{2}+x_{3}^{2}
$$

where we put $z_{1}=x_{0}+i x_{1}, z_{2}=x_{2}+i x_{3}\left(\right.$ with $\left.x_{0}, x_{1}, x_{2}, x_{3} \in \mathbf{R}\right)$;
3) $\mathbf{H}$ contains, together with any nonnull matrix, its inverse:

$$
\left(\begin{array}{rr}
z_{1} & z_{2} \\
-\bar{z}_{2} & \bar{z}_{1}
\end{array}\right)^{-1}=\frac{1}{\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}}\left(\begin{array}{rr}
\bar{z}_{1} & -z_{2} \\
\bar{z}_{2} & z_{1}
\end{array}\right) \in \mathbf{H} .
$$

Properties 1) and 3) show that $\mathbf{H}$ is a division algebra. It is called (independently of its specific matrix realization) the QUATERNION ALGEBRA.
As a basis for the quaternion algebra one can take the elements $e_{0}, e_{1}, e_{2}$, and $e_{3}$, which in our model are represented by the matrices

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad\left(\begin{array}{rr}
i & 0 \\
0 & -i
\end{array}\right), \quad\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \quad \text { and } \quad\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right) .
$$

They satisfy the following multiplication rules:

$$
\begin{aligned}
& e_{0} e_{i}=e_{i} e_{0}=e_{i}, \quad \text { for } i=0,1,2,3 \\
& e_{i}^{2}=-e_{0}, \quad \text { for } i=1,2,3 \\
& e_{i} e_{j}=-e_{j} e_{i}=e_{k}, \quad \text { if }(i, j, k) \text { is an even permutation of }(1,2,3) .
\end{aligned}
$$

Taking the determinant $\operatorname{det} A$ of a matrix $A$ as its squared magnitude (i.e., the inner product of $A$ with itself), we turn $\mathbf{H}$ into a four-dimensional Euclidean space. The group $\mathrm{SU}_{2}$ consists of the matrices $A \in \mathbf{H}$ satisfying $(A, A)=$ 1, i.e., it is the unit sphere in $\mathbf{H}$. This implies, in particular, that $\mathrm{SU}_{2}$ is connected.

Since the determinant of a product of matrices is the product of the determinants of the factors, right or left multiplication by any matrix $A \in \mathrm{SU}_{2}$ is an orthogonal transformation of the space $\mathbf{H}$ :

$$
(A X, A X)=(X A, X A)=(A, A)(X, X)=(X, X)
$$

It follows that the invariant integration (see 5.2) on $\mathrm{SU}_{2}$ can be defined as the usual integration on the three-dimensional sphere with a suitable normalizing factor.
7.2. The homomorphism $\mathrm{SU}_{2} \rightarrow \mathrm{SO}_{3}$. To establish the relation between the groups $\mathrm{SU}_{2}$ and $\mathrm{SO}_{3}$ we consider the three-dimensional Euclidean space $\mathbf{E}$ of the $2 \times 2$ traceless Hermitian matrices, i.e., matrices of the form

$$
X=\left(\begin{array}{cc}
x_{1} & x_{2}+i x_{3} \\
x_{2}-i x_{3} & -x_{1}
\end{array}\right) \quad\left(x_{1}, x_{2}, x_{3} \in \mathbf{R}\right)
$$

with the inner product

$$
(X, X)=-\operatorname{det} X=x_{1}^{2}+x_{2}^{2}+x_{3}^{2} .
$$

Notice that $i \mathbf{E}$ coincides with the orthogonal complement to the unit element $e_{0}$ in the algebra $\mathbf{H}$.

Next, we consider the linear representation $P$ of $\mathrm{SU}_{2}$ in $\mathbf{E}$ defined by the formula

$$
P(A) X=A X A^{-1} \quad\left(A \in \mathrm{SU}_{2}, X \in \mathbf{E}\right)
$$

If one regards $X$ as the matrix of a Hermitian operator in an orthonormal basis, then $A X A^{-1}$ is the matrix of the same operator in another such basis. Consequently, $A X A^{-1}$ is again a traceless Hermitian matrix, i.e., an element of $\mathbf{E}$ (which of course can also be verified by a direct calculation).
It follows from the equality $\operatorname{det}\left(A X A^{-1}\right)=\operatorname{det} X$ that the transformations $P(A)$ are orthogonal. This implies a priori that $\operatorname{det} P(A)$ can assume only the values $\pm 1$. However, the connectedness of the group $\mathrm{SU}_{2}$ and the continuity of the function $A \rightarrow \operatorname{det} P(A)$ on it force the equality $\operatorname{det} P(A)=1$ for all $A \in \mathrm{SU}_{2}$. We have thus obtained a homomorphism

$$
\begin{equation*}
P: \mathrm{SU}_{2} \rightarrow \mathrm{SO}_{3} \tag{1}
\end{equation*}
$$

Theorem. The homomorphism (1) is surjective. Its kernel consists of the two matrices $E$ and $-E$.

For the proof we need two lemmas.
Lemma 1. Let $F$ be a subgroup of $\mathrm{SO}_{3}$ with the following properties:

1) $F$ acts transitively on the unit sphere, i.e., any given unit vector can be taken into any other such vector by a suitable transformation belonging to $F$;
2) there is an axis such that $F$ contains all rotations around that axis.

Then $F=\mathrm{SO}_{3}$.
Proof. Suppose that $F$ contains all rotations around the axis $\langle e\rangle$, where $|e|=1$. Let $g$ be an arbitrary orthogonal transformation with determinant 1. By assumption, there is an $f \in F$ such that $f e=g e$ or, equivalently, $f^{-1} g e=e$. The transformation $f^{-1} g$ is therefore a rotation around $\langle e\rangle$ and so, by 2$), f^{-1} g \in F$. Consequently, $g=f\left(f^{-1} g\right) \in F$ also.

Lemma 2. For every $X \in \mathbf{E}$ there is an $A \in \mathrm{SU}_{2}$ such that $A X A^{-1}=c H$, where $H=\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$ and $c>0$.

Proof. Think of $X$ as the matrix of a Hermitian operator in an orthonormal basis. It is known that for every Hermitian operator $X$ there exists an orthonormal basis consisting of eigenvectors of $X$. Hence, there exists a unitary matrix $B$ such that

$$
B X B^{-1}=c H \quad(c \in \mathbf{R})
$$

Permuting the basis vectors, if necessary, one can arrange that $c>0$. Now set

$$
A=(\operatorname{det} B)^{-1 / 2} B
$$

Since $|\operatorname{det} B|=1, A$ is a unitary matrix, and so $A \in \mathrm{SU}_{2}$. Moreover, it is clear that

$$
A X A^{-1}=B X B^{-1}=c H .
$$

Proof of the theorem. To establish the surjectivity of $P$ we apply Lemma 1 to the subgroup $F=P\left(\mathrm{SU}_{2}\right)$. That $F$ possesses property 1) follows from Lemma 2. To verify property 2 ), we calculate $P(A(z)$ ), where

$$
A(z)=\left(\begin{array}{cc}
z & 0  \tag{2}\\
0 & z^{-1}
\end{array}\right) \quad(z \in \mathbf{C}, \quad|z|=1)
$$

We have

$$
P(A(z))\left(\begin{array}{cc}
x_{1} & x_{2}+i x_{3}  \tag{3}\\
x_{2}-i x_{3} & -x_{1}
\end{array}\right)=\left(\begin{array}{cc}
x_{1} & z^{2}\left(x_{2}+i x_{3}\right) \\
z^{-2}\left(x_{2}-i x_{3}\right) & -x_{1}
\end{array}\right)
$$

which shows that for $z=\mathrm{e}^{i t}$ the operator $P(A(z))$ is the rotation through an angle of $2 t$ around the axis $\langle H\rangle$.

It remains to find the kernel of $P$. If $P(A)=\varepsilon$, then, in particular, $P(A) H=$ $H$, which implies that $A$ is a diagonal matrix, i.e., of the form $A(z)$. But, as formula (3) shows, $P(A(z))=\varepsilon$ if and only if $z= \pm 1$. Hence, $A= \pm E$, as claimed.
7.3. $\mathrm{SO}_{3}$. It follows from the theorem just proved that

$$
\begin{equation*}
\mathrm{SO}_{3} \simeq \mathrm{SU}_{2} /\{E,-E\} \tag{4}
\end{equation*}
$$

As a consequence, every linear representation of $\mathrm{SO}_{3}$ is obtained by factoring a linear representation of $\mathrm{SU}_{2}$ (see 3.8). However, in order to be able to make
the same assertion about continuous linear representations, we have to give a topological meaning to the isomorphism (4).

Generally, let $G$ be a topological group, $N$ a closed normal subgroup of $G$, and $\pi: G \rightarrow G / N$ the canonical homomorphism. The quotient group $G / N$ is endowed with a topology in the following standard manner: a subset $B \subset$ $G / N$ is declared closed if and only if its preimage $\pi^{-1}(B)$ is closed in $G$. Under this convention a function $f$ on $G / N$ is continuous if and only if the function $\pi^{*} f$ on $G$ given by

$$
\left(\pi^{*} f\right)(x)=f(\pi x) \quad(x \in G)
$$

is continuous. Consequently, a linear representation $T$ of the quotient group $G / N$ is continuous if and only if the representation $T \circ \pi$ of $G$ is. That is to say, the continuous representations of $G / N$ are obtained by factoring the continuous representations of $G$ whose kernels contain $N$.

Lemma. Let $p$ be a continuous homomorphism of the compact topological group $G$ onto the topological group $F$. Then, as a topological group, $F$ is isomorphic to the quotient group $G / N$, where $N$ is the kernel of $p$. More precisely, the map $\bar{p}: G / N \rightarrow F$ sending each coset $g N$ into the element $p(g)$ is an isomorphism of topological groups.

Proof. The usual homomorphism theorem asserts that $\bar{p}$ is a group isomorphism. If $\pi$ denotes the canonical homomorphism $G \rightarrow G / N$, we have the commutative diagram


Let us check that $\bar{p}$ is continuous. Let $B$ be a subset of $F$. Then $\pi^{-1}\left(\bar{p}^{-1}(B)\right)=$ $p^{-1}(B)$. If $B$ is closed in $F$, then, thanks to the continuity of the map $p$, $p^{-1}(B)$ is closed in $G$. By the definition of the topology on $G / N$, the latter means precisely that $\bar{p}^{-1}(B)$ is closed in $G / N$.

It remains to check that $\bar{p}^{-1}$ is continuous, or equivalently, that $\bar{p}$ is a closed map. Let $A$ be a closed subset of $G / N$. We have $\bar{p}(A)=p\left(\pi^{-1}(A)\right)$. Since the set $\pi^{-1}(A)$ is closed in $G$, it is compact. Its image under $p$ is also compact and hence closed in $F$, as we needed to show.

Applying the lemma to the homomorphism $P$ constructed in 7.2 , we conclude that (4) is an isomorphism of topological groups. In particular, as a topological space, $\mathrm{SO}_{3}$ is the three-dimensional sphere with each pair of diametrically opposed points identified, i.e., the three-dimensional real projective space. We also obtain the following description of the continuous linear representations of $\mathrm{SO}_{3}$.

Proposition. The continuous representations of the group $\mathrm{SO}_{3}$ are obtained by factoring those continuous representations of the group $\mathrm{SU}_{2}$ whose kernels contain $-E$.
7.4. We next construct a series of irreducible complex representations of $\mathrm{SU}_{2}$ and $\mathrm{SO}_{3}$.

Let $V_{n}$ denote the space of forms (homogeneous polynomials) of degree $n$ in the variables $u_{1}$ and $u_{2}$. We define a representation $\Phi$ of the group $\mathrm{SL}_{2}(\mathbf{C})$ in $V_{n}$ by the rule

$$
\begin{equation*}
\left(\Phi_{n}(A) f\right)(u)=f(u A) \tag{5}
\end{equation*}
$$

where $u=\left(u_{1}, u_{2}\right) \in \mathbf{C}^{2}, A \in \mathrm{SL}_{2}(\mathbf{C})$, and $f \in V_{n}$. In more detail, if $A=\left[a_{i j}\right]$, then

$$
\begin{equation*}
\left(\Phi_{n}(A) f\right)\left(u_{1}, u_{2}\right)=f\left(a_{11} u_{1}+a_{21} u_{2}, a_{12} u_{1}+a_{22} u_{2}\right) . \tag{6}
\end{equation*}
$$

This definition agrees with the general rule by which transformations act on functions if one regards $u_{1}$ and $u_{2}$ as coordinates on the space $U$ dual to the space of column vectors in which $\mathrm{SL}_{2}(\mathbf{C})$ acts naturally, and one accordingly regards $V_{n}$ as a space of functions on $U$. In this interpretation, the space of column vectors itself and the identity representation of $\mathrm{SL}_{2}(\mathbf{C})$ are canonically isomorphic to $V_{1}$ and the representation $\Phi_{1}$ respectively.

Notice that $\Phi_{0}$ is the trivial one-dimensional representation of $\mathrm{SL}_{2}(\mathbf{C})$.
The restriction of the representation $\Phi_{n}$ to the subgroup $\mathrm{SU}_{2} \subset \mathrm{SL}_{2}(\mathbf{C})$ will be denoted by the same symbol $\Phi_{n}$.

Proposition. The representation $\Phi_{n}$ of $\mathrm{SU}_{2}$ is irreducible.

Proof. Let $\mathbf{T}$ be the subgroup of $\mathrm{SU}_{2}$ consisting of the diagonal matrices $A(z)$ (see 7.2). We first determine which of the subspaces of $V_{n}$ are invariant under $\mathbf{T}$. It is a straightforward matter to check that

$$
\begin{equation*}
\Phi_{n}(A(z)) u_{1}^{n-k} u_{2}^{k}=z^{n-2 k} u_{1}^{n-k} u_{2}^{k} . \tag{7}
\end{equation*}
$$

It follows that $V_{n}$ splits into the direct sum of the one-dimensional $\mathbf{T}$-invariant subspaces $\left\langle u_{1}^{n-k} u_{2}^{k}\right\rangle, k=0,1, \ldots, n$. Moreover, the corresponding subrepresentations of $\mathbf{T}$ are pairwise nonisomorphic. By Theorem 2 of 4.1, every Tinvariant subspace of $V_{n}$ is a linear span of a number of monomials $u_{1}^{n-k} u_{2}^{k}$. Now let $W$ be an arbitrary nonnull $\mathrm{SU}_{2}$-invariant subspace of $V_{n}$. By the foregoing discussion, $W$ contains a monomial $u_{1}^{n-k} u_{2}^{k}$. Pick any nondiagonal matrix $A_{0} \in \mathrm{SU}_{2}$ and let it act on $u_{1}^{n-k} u_{2}^{k}$. It is readily seen that the coefficient of $u_{1}^{n}$ in the form $f_{0}=\Phi_{n}\left(A_{0}\right) u_{1}^{n-k} u_{2}^{k}$ is different from zero. Since $f_{0} \in W$ and $W$ is spanned by monomials, it follows that $u_{1}^{n} \in W$.

Analogously, considering the form $\Phi_{n}\left(A_{0}\right) u_{1}^{n}$, we remark that all its coefficients are different from zero. We thus conclude that all monomials belong to $W$, i.e., $W=V_{n}$, which completes the proof.

Obviously

$$
\begin{equation*}
\Phi_{n}(-E)=(-1)^{n} \varepsilon . \tag{8}
\end{equation*}
$$

Hence, $-E$ belongs to the kernel of $\Phi_{n}$ if and only if $n$ is even. For such values of $n$ the representation $\Phi_{n}$ of $\mathrm{SU}_{2}$ can be factored with respect to the normal subgroup $\{E,-E\}$, thereby yielding an irreducible representation of $\mathrm{SO}_{3}$ that we will denote by $\Psi_{n}$.

Thus, for each integer $n \geq 0$ we have constructed an irreducible $(n+1)$ dimensional representation $\Phi_{n}$ of $\mathrm{SU}_{2}$, and for each even $n \geq 0$, an irreducible $(n+1)$-dimensional representation $\Psi_{n}$ of $\mathrm{SO}_{3}$. In Section 11 we will show that this is a complete list of the continuous irreducible complex representations of the groups $\mathrm{SU}_{2}$ and $\mathrm{SO}_{3}$. (See also the Exercises in Section 8.)

## Questions and Exercises

1. For arbitrary $A, B \in \mathrm{SU}_{2}$ put

$$
R(A, B) X=A X B^{-1} \quad(X \in \mathbf{H})
$$

Show that $R$ is a homomorphism of $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ onto $\mathrm{SO}_{4}$, and find its kernel.
2.* Let $P$ be the linear representation of $\mathrm{SU}_{2}$ constructed in 7.2. Construct an explicit isomorphism of the representations $P_{\mathbf{C}}$ and $\Phi_{2}$ of $\mathrm{SU}_{2}$.
3. Prove that any central function $f$ on $\mathrm{SU}_{2}$ is uniquely determined by its restriction to the subgroup

$$
\mathbf{T}=\left\{A(z)=\left(\begin{array}{ll}
z & 0 \\
0 & z^{-1}
\end{array}\right)|z \in \mathbf{C},|z|=1\}\right.
$$

and that $f(A(z))=f\left(A\left(z^{-1}\right)\right)$.
4. Compute the restriction to $\mathbf{T}$ of the character $\chi_{n}$ of the representation $\Phi_{n}$ of $\mathrm{SU}_{2}$.
5. Prove that the linear span of the functions

$$
\phi_{n}(z)=\chi_{n}(A(z)) \quad(z \in \mathbf{C},|z|=1)
$$

coincides with the space of all functions $\phi$ on the unit circle which can be written as polynomials in $z$ and $\bar{z}$, and which satisfy the condition $\phi(\bar{z})=$ $\phi(z)$.
6. Let $f$ be a continuous central function on $\mathrm{SU}_{2}$. Show that

$$
\int_{\mathrm{SU}_{2}} f(x) d x=\frac{2}{\pi} \int_{0}^{\pi} f\left(A\left(\mathrm{e}^{i t}\right)\right) \sin ^{2} t d t
$$

## 8. Matrix Elements of Compact Groups

In this section we generalize the main theorems established in Chapter II for finite groups to compact linear groups.

We shall consider only (continuous) complex linear representations. Recall that every complex representation of a compact group is unitary, and hence completely reducible (see Section 2).
8.1. Let $X$ be a compact topological space on which integration is defined, i.e., there is given a positive linear functional

$$
f \mapsto \int_{X} f(x) d x
$$

on the space of continuous real-valued functions on $X$. We extend the integral by linearity to continuous complex-valued functions. Specifically, if $f=g+i h$, where $g, h$ are continuous real-valued functions, we put

$$
\int_{X} f(x) d x=\int_{X} g(x) d x+i \int_{X} h(x) d x .
$$

Now, in the space of continuous complex functions on $X$ we define a Hermitian inner product by the rule

$$
\left(f_{1}, f_{2}\right)=\int_{X} f_{1}(x) \overline{f_{2}(x)} d x
$$

We let $C_{2}(X)$ denote the resulting (generally speaking, infinite-dimensional) Hermitian space.

A countable or finite orthogonal set of functions $f_{1}, f_{2}, \ldots \in C_{2}(X)$ is said to be COMPlete if its linear span is dense in $C_{2}(X)$ in the topology defined by the Hermitian metric. If this is the case, then every function $f \in C_{2}(X)$ can be expressed as the sum (in the topology of $\left.C_{2}(X)\right)$ of a Fourier series:

$$
f=\sum_{k} a_{k} f_{k}, \quad \text { where } a_{k}=\frac{\left(f, f_{k}\right)}{\left(f_{k}, f_{k}\right)}
$$

For a compact topological group $G$ we define the space $C_{2}(G)$ using the normalized invariant integration on $G$ (see 2.5).

In particular, if $G$ is a finite group, then $C_{2}(G)=\mathbf{C}[G]$, and the inner product in $C_{2}(G)$ is identical with that defined in Section 6.

In any case, the inner product of $C_{2}(G)$ is invariant under left and right translations, i.e., under the two-sided regular representation Reg of the group $G \times G$ in $C_{2}(G)$. In fact,

$$
\begin{aligned}
\left(\operatorname{Reg}\left(g_{1}, g_{2}\right) f_{1}, \operatorname{Reg}\left(g_{1}, g_{2}\right) f_{2}\right) & =\int_{G} f_{1}\left(g_{2}^{-1} x g_{1}\right) \overline{f_{2}\left(g_{2}^{-1} x g_{1}\right)} d x \\
& =\int_{G} f_{1}(x) \overline{f_{2}(x)} d x=\left(f_{1}, f_{2}\right)
\end{aligned}
$$

8.2. The simplest example of an infinite compact group is $\mathbf{T}=\left\{z \in \mathbf{C}^{*}\right.$ $||z|=1\}$. It possesses the infinite series of one-dimensional irreducible representations

$$
z \mapsto z^{n} \quad(n \in \mathbf{Z}) .
$$

It is known that the functions $z^{n}(n=0, \pm 1, \pm 2, \ldots)$ constitute a complete orthogonal set in the space $C_{2}(\mathbf{T})$. This fact lies at the foundation of the theory of classical Fourier series.

The reader should compare this with Theorem 1 of Section 6 , according to which the matrix elements of the irreducible representations of a finite group $G$ form a complete orthogonal set in $C_{2}(G)$.

The facts stated above also hold in a far more general context. Specifically, we have the following result.

Theorem 1. Let $G$ be a compact topological group. Then the matrix elements of the irreducible representations of $G$ form a complete orthogonal set in the space $C_{2}(G)$. Moreover, the inner product of any such matrix element with
itself is equal to $n^{-1}$, where $n$ is the dimension of the corresponding irreducible representation.
[As in Section 6, let us agree that for each irreducible representation the matrix elements are defined relative to a basis which is orthonormal with respect to an invariant inner product in the representation space.]

The theorem contains two independent assertions: one about the orthogonality and the second about the completeness of the set of matrix elements.

The proof of the orthogonality and the calculation of the norms of the matrix elements is carried out in exactly the same manner as for finite groups (see the proof of Theorem 1, Section 6), with integration taking the place of summation over the group.

The proof of the completeness of the set of matrix elements is given below only for linear groups.
8.3. Let $G$ be a compact subgroup of $\mathrm{GL}_{n}(\mathbf{C})$. Let $a_{i j}$ denote the matrix elements of the identity representation of $G$, and let $\mathbf{C}[G]$ stand for the space of all functions expressible as polynomials in $a_{i j}$ and $\bar{a}_{i j}$. By Weierstrass's Theorem, any continuous function on $G$ can be uniformly approximated by functions in $\mathbf{C}[G]$. Consequently, $\mathbf{C}[G]$ is a dense subspace of $C_{2}(G)$. If $G$ is finite, then $\mathbf{C}[G]$ coincides with the space of all functions on $G$, and so in this case our notation agrees with that used in Chapter II.

Further, let $\left\{T_{k}\right\}$ be the (generally speaking, infinite) collection of all irreducible representations of the group $G$, and let $\mathrm{M}\left(T_{k}\right)$ denote the space of matrix elements of $T_{k}$ (see 4.5).

Theorem 2. For every compact linear group

$$
\mathbf{C}[G]=\sum \mathrm{M}\left(T_{k}\right)
$$

where the sum is direct. (Cf. Theorem 2, 5.2.)
Proof. We let $\mathbf{C}[G]_{m}$ denote the space of all functions on $G$ that can be written as polynomials of degree at most $m$ in the variables $a_{i j}$ and $\bar{a}_{i j}$. It is obviously finite dimensional. Since under (left and right) translations on $G$ the matrix elements $a_{i j}$ transform linearly, the function space $\mathbf{C}[G]_{m}$ is both left and right invariant.

We now repeat the proof of Theorem 2 of 5.2 , with the difference that instead of the representation $R$, which may be infinite-dimensional, we take its finitedimensional subrepresentation $R_{m}$ in the invariant subspace $\mathbf{C}[G]_{m}$. We then
have the inclusions

$$
\mathbf{C}[G]_{m} \subset \mathrm{M}\left(R_{m}\right) \subset \sum \mathrm{M}\left(T_{k}\right)
$$

It is clear that $\mathbf{C}[G]_{m}$ is actually contained in the sum of a finite number of subspaces $\mathrm{M}\left(T_{k}\right)$. Since $\mathbf{C}[G]_{m}$ is invariant under the representation Reg, and since $\operatorname{Reg}_{\mathrm{M}\left(T_{k}\right)} \nsucceq \operatorname{Reg}_{\mathrm{M}\left(T_{\ell}\right)}$ if $k \neq \ell$ (Corollary 4 to Theorem 7, 4.6), it follows that $\mathbf{C}[G]_{m}$ is simply the sum of a finite number of subspaces $\mathrm{M}\left(T_{k}\right)$ (Theorem 2, 4.1).

The space $\mathbf{C}[G]$ is the union of all $\mathbf{C}[G]_{m}$. Consequently it, too, is a sum of (generally speaking, infinitely many) subspaces $\mathrm{M}\left(T_{k}\right)$. Suppose that $\mathrm{M}\left(T_{s}\right) \not \subset$ $\mathbf{C}[G]$ for some $s$. Then the subspace $\mathrm{M}\left(T_{s}\right)$ is orthogonal to $\mathbf{C}[G]$, and hence to all continuous functions on $G$, contradicting the fact that $\mathrm{M}\left(T_{s}\right)$ itself consists of continuous functions. This completes the proof of the theorem.

Corollary 1. The matrix elements of the irreducible linear representations of $G$ form an orthogonal basis of $\mathbf{C}[G]$.

Corollary 2. The matrix elements of the irreducible linear representations of $G$ form a complete orthogonal set in $C_{2}(G)$.

We have thus proved Theorem 1 for compact linear groups.
Theorems 1 and 2 permit us to develop the theory of characters of compact groups, the basic assertions of which are the same as in the theory of characters of finite groups (Corollaries 1-3 to Theorem 1, Section 6). We shall not pursue this further, however.
8.4. For an arbitrary subgroup $H$ of the compact linear group $G$, the space

$$
\mathbf{C}[G]^{H}=\{f \in \mathbf{C}[G] \mid f(g h)=f(g) \text { for all } g \in G, h \in H\}
$$

is described exactly as in Theorem 4 of 5.6 as

$$
\begin{equation*}
\mathbf{C}[G]^{H}=\sum \mu_{k}\left(V_{k}^{H} \otimes V_{k}^{\prime}\right), \tag{1}
\end{equation*}
$$

where $V_{k}$ is the representation space of $T_{k}$. It follows that

$$
\begin{equation*}
L^{H} \simeq \sum m_{k} T_{k}, \quad \text { where } m_{k}=\operatorname{dim} V_{k}^{H} \tag{2}
\end{equation*}
$$

To pass to arbitrary continuous functions we use the following lemma.

Lemma. The closure of $\mathbf{C}[G]^{H}$ in $C_{2}(G)$ coincides with $C_{2}(G)^{H}$.
Proof. Every function $f \in C_{2}(G)$ can be uniquely written as the sum (understood in the topology of $\left.C_{2}(G)\right)$ of a series

$$
f=\sum f_{k}, \quad f_{k} \in \mathrm{M}\left(T_{k}\right)
$$

Accordingly,

$$
R(h) f=\sum R(h) f_{k}, \quad R(h) f_{k} \in \mathrm{M}\left(T_{k}\right)
$$

This implies that

$$
f \in C_{2}(G)^{H} \Longleftrightarrow\left(f_{k} \in \mathrm{M}\left(T_{k}\right)^{H} \text { for all } k\right)
$$

and so

$$
C_{2}(G)^{H}=\overline{\sum \mathrm{M}\left(T_{k}\right)^{H}}=\overline{\mathbf{C}[G]^{H}}
$$

The meaning of the lemma is that the orthogonal basis of the space $\mathbf{C}[G]^{H}$ provided by the matrix elements of the representations $T_{k}$ is a complete orthogonal set in $C_{2}(G)^{H}$.

## Questions and Exercises

1. How does the proof of the orthogonality of the functions $z^{n}$ on the unit circle go if one proceeds as in the proof of Theorem 9, 4.7?
2. Prove that every irreducible continuous representation of $\mathbf{T}$ has the form $z \mapsto z^{n}$.
3. Find all irreducible continuous representations of the $k$-dimensional torus $\mathbf{T}^{k}$.
4. Prove that a compact linear group has at most countably many nonisomorphic irreducible representations.
5. Prove that the characters of the irreducible representations of any compact linear group $G$ form a complete orthonormal set in the space of continuous central functions on $G$.
6. Let $G$ be a compact linear group and $H$ a subgroup of $G$. Construct from matrix elements of irreducible representations of $G$ an orthogonal basis of the space $\mathbf{C}[G]^{H}$.
7. Using Exercises 3-5 of Section 7, show that the characters of the representations $\Phi_{n}$ of $\mathrm{SU}_{2}$ constructed in 7.4 constitute a complete orthogonal set in the space of continuous central functions on $\mathrm{SU}_{2}$. Conclude from this that every irreducible representation of $\mathrm{SU}_{2}$ is isomorphic to one of the representations $\Phi_{n}$.
8. Use the theory of characters to derive the following relation for the representations of $\mathrm{SU}_{2}$ : if $m \geq n$, then

$$
\Phi_{m} \Phi_{n} \simeq \Phi_{m-n}+\Phi_{m-n+2}+\ldots+\Phi_{m+n}
$$

9. Using Exercise 7, show that every irreducible representation of $\mathrm{SO}_{3}$ is isomorphic to one of the representations $\Psi_{n}$ constructed in 7.4.
10. Let $R$ and $S$ be representations of $\mathrm{SU}_{2}$ such that $\left.\left.R\right|_{\mathbf{T}} \simeq S\right|_{\mathbf{T}}$. Show that $R \simeq S$. (See Exercise 3, Section 7.)

## 9. The Laplace Spherical Functions

9.1. We consider the following general problem. Suppose we are given a transitive action $s: G \rightarrow S(X)$ of the compact topological group $G$ on the topological space $X$. We shall assume that $s$ is continuous, i.e., the map

$$
G \times X \rightarrow X, \quad(g, x) \mapsto s(g) x
$$

is continuous. Under these circumstances, can we decompose the space of continuous functions on $X$ into a topological direct sum of finite-dimensional $G$-invariant subspaces? If yes, how can the linear representations of $G$ in these subspaces be described?

Let $H$ be the isotropy subgroup of some point $o \in X$. It is a closed subgroup of $G$. Proceeding as in 5.5 , we construct the bijective map

$$
\bar{p}: G / H \rightarrow X, \quad g H \mapsto g o,
$$

which commutes with the actions of the group $G$, where one assumes, as usual, that $G$ acts on $G / H$ by left translations.

The left coset space $G / H$ is endowed with a topology as follows: a subset $B \subset G / H$ is said to be closed if and only if its preimage under the canonical projection $\pi: G \rightarrow G / H$ is closed.

Lemma. $\bar{p}$ is a homeomorphism.
The proof is analogous to that of the Lemma of 7.3.

Thus, the space $X$ can be identified with $G / H$. Under this identification $s$ becomes the action $l^{H}$, and the continuous functions on $X$ become the continuous functions on $G / H$ or, equivalently, the continuous functions on $G$ which are constant on the left cosets of $H$ in $G$. Accordingly, the representation $s_{*}$ of $G$ in the space of continuous functions on $X$ is isomorphic to the representation $L^{H}$ of $G$ in the space $C_{2}(G)^{H}$. The decomposition of $L^{H}$ obtained in 8.4 permits us to answer the questions formulated above, provided that the irreducible representations of the group $G$ are known.

Specifically, let $\left(e_{1}, \ldots, e_{n}\right)$ be an orthonormal basis of the space $V$ of the irreducible representation $T$ of $G$, chosen so that $\left(e_{1}, \ldots, e_{m}\right)$ is a basis of the subspace $V^{H}$. Let $T_{i j}$ be the matrix elements of $T$ in this basis. Then for each $j=1, \ldots, m$ the functions $T_{1 j}, \ldots, T_{n j}$ are constant on the left cosets of $H$ in $G$. Regarded as functions on $X$, they form a basis for a minimal $G$-invariant subspace of functions in which a representation isomorphic to $T^{\prime}$ is realized. The functions constructed in this manner for all irreducible representations $T$ of $G$ form a complete orthogonal set in the space of continuous functions on $X$. They will be referred to as Spherical functions to emphasize the analogy with Laplace's spherical functions, to which the remaining part of this section is devoted.
9.2. A particular case of the problem considered in the preceding subsection is that of decomposing the space of continuous functions on the two-dimensional sphere

$$
S=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbf{R}^{3} \mid x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1\right\}
$$

into a topological direct sum of finite-dimensional subspaces invariant under the group $\mathrm{SO}_{3}$ of rotations of $\mathbf{R}^{3}$. We solve this problem here without resorting to the foregoing general considerations.

Let $C_{2}(S)$ denote the Hermitian space of all continuous complex functions on $S$ with the inner product defined as in 8.1. As the (usual) integration on $S$ is invariant under $\mathrm{SO}_{3}$, the inner product in $C_{2}(S)$ is also invariant under $\mathrm{SO}_{3}$.

Fix the point $o=(0,0,1)$, the "north pole" on $S$. The isotropy subgroup of $o$, that is, the group of rotations around the $x_{3}$-axis, is isomorphic to $\mathrm{SO}_{2}$, and by a slight abuse of notation we shall denote it by $\mathrm{SO}_{2}$.

Lemma 1. In every nonnull finite-dimensional $\mathrm{SO}_{3}$-invariant subspace $U \subset$ $C_{2}(S)$ there is a nonnull $\mathrm{SO}_{2}$-invariant function.

Proof. First of all, let us show that $U$ contains functions that do not vanish at the point $o$. Let $f \in U$ be an arbitrary nonnull function, and let $x \in S$ be
such that $f(x) \neq 0$. There is a rotation $g \in \mathrm{SO}_{3}$ such that $g x=o$, and then $\left(g_{*} f\right)(o)=f(x) \neq 0$.
Now consider the subspace

$$
U_{0}=\{f \in U \mid f(o)=0\}
$$

By the foregoing, it has codimension one. It is clearly $\mathrm{SO}_{2}$-invariant. Hence, its orthogonal complement $U_{0}^{\perp}$ is also $\mathrm{SO}_{2}$-invariant.
Now let $f_{0} \in U_{0}^{\perp}$ be an arbitrary nonnull function. Rotations around the $x_{3}$-axis can affect $f_{0}$ only by a multiplicative constant. However, since the point $o$ is fixed, that constant is in fact equal to 1 . Hence, $f_{0}$ is the desired function.
9.3. Let $A$ denote the algebra of polynomials with complex coefficients in the coordinates $x_{1}, x_{2}, x_{3}$. Its elements will be regarded as functions on $\mathbf{R}^{3}$. It is plain that the algebra $A$ is $\mathrm{SO}_{3}$-invariant. Moreover, it splits into a direct sum of finite-dimensional invariant subspaces:

$$
A=A_{0} \oplus A_{1} \oplus A_{2} \oplus \ldots
$$

where $A_{m}$ designates the space of homogeneous polynomials of degree $m$. The monomials $x_{1}^{k_{1}} x_{2}^{k_{2}} x_{3}^{k_{3}}$ provide a basis for $A$. We endow $A$ with a Hermitian inner product chosen so that this basis is orthogonal and

$$
\left(x_{1}^{k_{1}} x_{2}^{k_{2}} x_{3}^{k_{3}}, x_{1}^{k_{1}} x_{2}^{k_{2}} x_{3}^{k_{3}}\right)=k_{1}!k_{2}!k_{3}!.
$$

Lemma 2. The operator of multiplication by $x_{i}$ in $A$ is the adjoint of the differentiation operator $\partial / \partial x_{i}$ with respect to the inner product $(\cdot, \cdot)$.

Proof. For the sake of definiteness, let $i=1$. We have to show that $\left(\partial u / \partial x_{1}, v\right)=\left(u, x_{1} v\right)$ for any two polynomials $u, v$. It suffices to check this for monomials $u$ and $v$. Let $u=x_{1}^{k_{1}} x_{2}^{k_{2}} x_{3}^{k_{3}}$. If $v \neq x_{1}^{k_{1}-1} x_{2}^{k_{2}} x_{3}^{k_{3}}$, then both sides of the needed equality vanish. If now $v=x_{1}^{k_{1}-1} x_{2}^{k_{2}} x_{3}^{k_{3}}$, then we get $k_{1}!k_{2}!k_{3}!$ in both sides.

Corollary. The operator of multiplication by $r^{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$ is the adjoint to the Laplace operator

$$
\Delta=\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}+\frac{\partial^{2}}{\partial x_{3}^{2}} .
$$

Notice that $r^{2} A_{m} \subset A_{m+2}$ and $\Delta A_{m} \subset A_{m-2}$.
The functions annihilated by the operator $\Delta$ are called harmonic. We let $H$ denote the space of harmonic polynomials. Obviously $H=\sum_{m} H_{m}$, where $H_{m}=H \cap A_{m}$. Since the kernel of any linear operator coincides with the orthogonal complement to the range of its adjoint,

$$
\begin{equation*}
A_{m}=H_{m} \oplus r^{2} A_{m-2}, \quad m=0,1,2, \ldots \tag{1}
\end{equation*}
$$

This yields the following direct sum decomposition of the space $A_{m}$ :

$$
\begin{equation*}
A_{m}=H_{m} \oplus r^{2} H_{m-2} \oplus r^{4} H_{m-4} \oplus \ldots \tag{2}
\end{equation*}
$$

Since both the Laplace operator and the operator of multiplication by $r^{2}$ commute with rotations, the summands in this decomposition are $\mathrm{SO}_{3}$-invariant. In point of fact, they are minimal invariant subspaces, as we next show.
9.4. Let $\rho$ denote the operation of restriction of functions from $\mathbf{R}^{3}$ to the sphere $S$. Set

$$
\mathbf{C}[S]=\rho(A)
$$

It is plain that the map

$$
\rho: A \rightarrow \mathbf{C}[S]
$$

is linear and commutes with the actions of $\mathrm{SO}_{3}$ on $A$ and $\mathbf{C}[S]$.
It follows from Weierstrass's Theorem that $\mathbf{C}[S]$ is a dense subspace of $C_{2}(S)$ (cf. 8.3).

Lemma 3. Ker $\rho \cap A_{m}=0$.
Proof. In fact, any homogeneous polynomial that vanishes identically on $S$ vanishes identically in $\mathbf{R}^{3}$, too.

Theorem 1. (2) is a decomposition of $A_{m}$ into a direct sum of minimal $\mathrm{SO}_{3}$ invariant subspaces.

Proof. By Lemma 3, $\rho$ maps $A_{m}$ isomorphically onto $\rho\left(A_{m}\right)$. By Lemma 1 , the number of components in a direct sum decomposition of $A_{m}$ into minimal invariant subspaces does not exceed $\operatorname{dim} A_{m}^{\mathrm{SO}_{2}}$. We next show that $\operatorname{dim} A_{m}^{\mathrm{SO}_{2}}=[m / 2]+1$ (Lemma 4 below; here [ ] stands for integer part). Since the number of components in the decomposition (2) is also equal to $[m / 2]+1$, we conclude that the latter are minimal invariant subspaces.

Let us parametrize $\mathrm{SO}_{2}$ by complex numbers of modulus one. Namely, for each $z=\mathrm{e}^{i t}, t \in \mathbf{R}$, we let $h(z)$ denote the rotation through angle $t$ around the $x_{3}$-axis.

Lemma 4. The space $A_{m}$ admits a basis of joint eigenfunctions of the transformations $h(z) \in \mathrm{SO}_{2}$. The corresponding eigenvalues have the form $z^{k}$, for $k=0, \pm 1, \pm 2, \ldots, \pm m$. The multiplicity of the eigenvalue $z^{k}$ is $\left[\frac{1}{2}(m-\right.$ $|k|)]+1$. In particular,

$$
\operatorname{dim} A_{m}^{\mathrm{SO}_{2}}=\left[\frac{m}{2}\right]+1
$$

Proof. Put

$$
u=x_{1}-i x_{2}, \quad \bar{u}=x_{1}+i x_{2}
$$

It is readily seen that

$$
h(z)_{*} u=z u, \quad h(z)_{*} \bar{u}=z^{-1} \bar{u} .
$$

Any polynomial in $A_{m}$ is uniquely expressible as a linear combination of monomials $u^{p} \bar{u}^{q} x_{3}^{\ell}$, where $p+q+\ell=m$. From the above formulas it follows that

$$
h(z)_{*} u^{p} \bar{u}^{q} x_{3}^{\ell}=z^{p-q} u^{p} \bar{u}^{q} x_{3}^{\ell},
$$

i.e., the monomials $u^{p} \bar{u}^{q} x_{3}^{\ell}$ are joint eigenfunctions for all transformations in $\mathrm{SO}_{2}$ with corresponding eigenvalues $z^{p-q}$. Since $|p-q| \leq p+q=m-\ell$, we have that $|p-q| \leq m$. For $p-q=k$ the exponent $\ell$ can assume the values $m-|k|, m-|k|-2, m-|k|-4, \ldots$ Hence, the number of monomials $u^{p} \bar{u}^{q} x_{3}^{\ell}$ with $p-q=k$ is $\left[\frac{1}{2}(m-|k|)\right]+1$.
9.5. We can now formulate the main result of this section.

Theorem 2. The space $\mathbf{C}[S]$ decomposes into the orthogonal direct sum of the minimal $\mathrm{SO}_{3}$-invariant subspaces $U_{m}=\rho\left(H_{m}\right), m=0,1,2, \ldots$ The subspace $U_{m}$ has dimension $2 m+1$. It admits an orthogonal basis $\left(Y_{m, 0}, Y_{m, \pm 1}, \ldots\right.$, $\left.Y_{m, \pm m}\right)$ consisting of joint eigenfunctions of the transformations $h(z) \in \mathrm{SO}_{2}$. The eigenvalue corresponding to $Y_{m, k}$ is $z^{k}$.

The functions $Y_{m, k}$ are called the Laplace spherical functions.
Proof. It follows from Lemma 3 and Theorem 1 that for each $m$

$$
\rho\left(A_{m}\right)=\rho\left(H_{m}\right) \oplus \rho\left(H_{m-2}\right) \oplus \rho\left(H_{m-4}\right) \oplus \ldots,
$$

and that $U_{m}=\rho\left(H_{m}\right)$ is a minimal $\mathrm{SO}_{3}$-invariant subspace. Since

$$
\mathbf{C}[S]=\rho(A)=\rho\left(A_{0}\right)+\rho\left(A_{1}\right)+\rho\left(A_{2}\right)+\ldots,
$$

we have that

$$
\mathbf{C}[S]=U_{0}+U_{1}+U_{2}+\ldots
$$

The representation of $\mathrm{SO}_{3}$ in $U_{m}$ is isomorphic to its representation in the space $H_{m} \subset A_{m}$. The representation of the group $\mathrm{SO}_{2} \subset \mathrm{SO}_{3}$ in $A_{m}$ is a sum of one-dimensional representations of the type $h(z) \mapsto z^{k}(|k| \leq m)$, whose multiplicities were computed in Lemma 4. Consequently, the representation of $\mathrm{SO}_{2}$ in $H_{m}$ is also a sum of one-dimensional representations. It follows from decomposition (1) that the multiplicity of the one-dimensional representation $h(z) \mapsto z^{k}(|k| \leq m)$ in the representation of $\mathrm{SO}_{2}$ in the space $H_{m}$ is equal to the difference of its multiplicities in the representations of $\mathrm{SO}_{2}$ in the spaces $A_{m}$ and $A_{m-2}$, which in turn is equal to 1 :

$$
\left[\frac{1}{2}(m-|k|)\right]-\left[\frac{1}{2}(m-2-|k|)\right]=1 .
$$

Thus, in $U_{m}$ there is a basis $\left(Y_{m, 0}, Y_{m, \pm 1}, \ldots, Y_{m, \pm m}\right)$ such that

$$
h(z)_{*} Y_{m, k}=z^{k} Y_{m, k} .
$$

In particular, $\operatorname{dim} U_{m}=2 m+1$.
Comparing dimensions we see that for $m \neq \ell$ the representations of $\mathrm{SO}_{3}$ in $U_{m}$ and $U_{\ell}$ are not isomorphic. Applying Theorem 9 of 4.7, we conclude that the subspaces $U_{m}$ are mutually orthogonal, and consequently linearly independent. By the same theorem, applied now to the representation of $\mathrm{SO}_{2}$ in $U_{m}$, the functions $Y_{m, 0}, Y_{m, \pm 1}, \ldots, Y_{m, \pm m}$ are pairwise orthogonal. This completes the proof of the present theorem.

Corollary. The functions $Y_{m, k}(m=0,1,2, \ldots ; k=0, \pm 1, \ldots, \pm m)$ constitute a complete orthonormal set in $C_{2}(S)$.
9.6. Now let us find explicit expressions for the Laplace functions. We denote by $\xi_{1}, \xi_{2}, \xi_{3}$ the restrictions of the coordinate functions $x_{1}, x_{2}, x_{3}$ to the sphere $S$.

The space $U_{m}=\rho\left(H_{m}\right)$ contains a unique (up to a multiplicative constant) $\mathrm{SO}_{2}$-invariant function, namely, $Y_{m, 0}$. It is called the zonal spherical FUNCTION OF ORDER $m$. It is the restriction to $S$ of a linear combination of polynomials of the form

$$
u^{p} \bar{u}^{p} x_{3}^{\ell}=(u \bar{u})^{p} x_{3}^{\ell}=\left(x_{1}^{2}+x_{2}^{2}\right)^{p} x_{3}^{\ell} \quad(\text { with } 2 p+\ell=m) .
$$

Since $\rho\left(x_{1}^{2}+x_{2}^{2}\right)=\rho\left(1-x_{3}^{2}\right)=1-\xi_{3}^{2}$, it follows that $Y_{m, 0}$ is a polynomial of degree $\leq m$ in $\xi_{3}$ :

$$
Y_{m, 0}=P_{m}\left(\xi_{3}\right)
$$

The linear independence of the functions $Y_{0,0}, Y_{1,0}, \ldots, Y_{m, 0}$ implies that $P_{0}, P_{1}, \ldots, P_{m}$ constitute a basis in the space of polynomials of degree $\leq m$.

Lemma. $\int_{-1}^{1} P_{m}(t) \overline{P_{\ell}(t)} d t=0$ for $m \neq \ell$.
Proof. We calculate the inner product of the functions $Y_{m, 0}$ and $Y_{\ell, 0}$. To this end we note that the area of the infinitesimally thin belt on the sphere $S$ specified by the inequalities $t \leq \xi_{3} \leq t+d t$ equals $2 \pi d t$. Consequently, the integral of any function of the form $P\left(\xi_{3}\right)$ over $S$ equals $2 \pi \int_{-1}^{1} P(t) d t$. In particular,

$$
\left(Y_{m, 0}, Y_{\ell, 0}\right)=2 \pi \int_{-1}^{1} P_{m}(t) \overline{P_{\ell}(t)} d t
$$

which, in view of the orthogonality of the functions $Y_{m, 0}$ and $Y_{\ell, 0}$, proves the lemma.

We define an inner product in the space of polynomials of one variable by the rule

$$
(P, Q)=\int_{-1}^{1} P(t) \overline{Q(t)} d t
$$

Then the lemma asserts that the polynomials $P_{0}, P_{1}, P_{2}, \ldots$ are mutually orthogonal. Since $\left(P_{0}, P_{1}, \ldots, P_{m-1}\right)$ is a basis of the space of polynomials of degree $<m$, it follows that $P_{m}$ is a polynomial of degree $m$ that is orthogonal to all polynomials of degree $<m$. As such, it is uniquely determined up to a multiplicative constant. It is called the Legendre polynomial of degree $m$. We have thus established

Theorem 3. $Y_{m, 0}=P_{m}\left(\xi_{3}\right)$, where $P_{m}$ is the Legendre polynomial of degree $m$.

Here are explicit expressions for a few of the first Legendre polynomials:

$$
\begin{array}{ll}
P_{0}(t)=1, & P_{1}(t)=t, \\
P_{2}(t)=3 t^{2}-1, & P_{3}(t)=5 t^{3}-3 t, \\
P_{4}(t)=35 t^{4}-30 t^{2}+3, & P_{5}(t)=63 t^{5}-70 t^{3}+15 t .
\end{array}
$$

As regards the remaining spherical functions, they can be expressed through Legendre polynomials as follows:

$$
\begin{align*}
Y_{m, k} & =\left(\xi_{1}-i \xi_{2}\right)^{k} P_{m}^{(k)}\left(\xi_{3}\right), & & (k>0),  \tag{3}\\
Y_{m,-k} & =\left(\xi_{1}+i \xi_{2}\right)^{k} P_{m}^{(k)}\left(\xi_{3}\right), & & (k>0) .
\end{align*}
$$

We are going to see this in Section 11, where we will also show that the representation of $\mathrm{SO}_{3}$ in the space $U_{m}$ is isomorphic to the representation $\Psi_{2 m}$ constructed in 7.4.

## Questions and Exercises

1. Suppose the compact group $G$ acts transitively on a topological space $X$. Let $H$ be the isotropy subgroup of the point $o \in X$. Show that in every finite-dimensional nonzero $G$-invariant subspace of continuous functions on $X$ there exists a nonzero $H$-invariant function.
2. Under the assumptions of the preceding exercise, suppose that $T: G \rightarrow$ $\mathrm{GL}(V)$ is a finite-dimensional irreducible representation of $G$. Prove that if $V$ contains a nonzero $H$-invariant vector, then $T$ is isomorphic to a representation of $G$ in a space of continuous functions on $X$. (Hint: Establish first the existence of a nonzero $H$-invariant linear function $f \in V^{\prime}$; then consider the map that assigns to each vector $v \in V$ the continuous function $f_{v}$ on $X$ defined by the formula $f_{v}(g o)=f\left(g^{-1} v\right)$.)

Work out Exercises 3-6 without resorting to formulas (3).
3. Show that $Y_{m, k}(o)=0$ if $k \neq 0$.
4. Find explicit expressions for the functions $Y_{m, k}$ for $m=1,2$.
5. Show that $Y_{m, m}=\left(\xi_{1}-i \xi_{2}\right)^{m}$.
6. Show that $\bar{U}_{m}=U_{m}$. Deduce from this that $\bar{Y}_{m, k}=Y_{m,-k}$ (where the bar denotes complex conjugation).
7. Prove the following formula of Rodrigues:

$$
P_{m}(t)=\frac{d^{m}}{d t^{m}}\left[\left(t^{2}-1\right)^{m}\right] .
$$

## IV. Representations of Lie Groups

In this chapter we deal with differentiable functions and maps. Differentiability will always be understood as infinite differentiability, i.e., the existence of partial derivatives of arbitrarily high order.

All vector spaces encountered below are assumed to be finite-dimensional, except for certain function spaces which are clearly infinite-dimensional.

## 10. General Properties of Homomorphisms and Representations of Lie Groups

10.1. A Lie group is, by definition, a group endowed with a differentiable structure (i.e., differentiable manifold structure) such that the group operations

$$
x \mapsto x^{-1}, \quad(x, y) \mapsto x y
$$

are differentiable maps (cf. the definition of a topological group, 2.4.) Depending on whether one considers real or complex manifolds, one speaks about REAL or COMPLEX Lie groups.

Any Lie group is a topological group.

## Examples of Lie groups.

1. Any group endowed with the discrete topology and the trivial structure of a zero-dimensional manifold.
2. The additive group of any $n$-dimensional real or complex vector space $V$.
3. The group $\mathrm{GL}(V)$, with the differentiable structure that it gets as an open subset of the vector space $L(V)$. That is, one declares differentiable the differentiable functions of the matrix elements.
Every complex Lie group can be regarded as a real one (of twice the dimension) upon taking as real coordinates the real and imaginary parts of the complex coordinates.
10.2. A subgroup $H$ of the Lie group $G$ is said to be REGULAR, or a LiE SUBGROUP if it is a submanifold, i.e., if it can be given, in a neighborhood of any of its points $h$, by a system of equations of the form

$$
\begin{equation*}
F_{i}\left(x_{1}, \ldots, x_{n}\right)=0 \quad(i=1, \ldots, m) \tag{1}
\end{equation*}
$$

where $x_{1}, \ldots, x_{n}$ are local coordinates on $G$ in the neighborhood of $h$, the functions $F_{1}, \ldots, F_{m}$ are differentiable, and

$$
\begin{equation*}
\left.\operatorname{rank}\left[\frac{\partial F_{i}}{\partial x_{j}}\right]\right|_{h}=m \tag{2}
\end{equation*}
$$

A regular subgroup endowed with the canonical induced structure of an $(n-m)$-dimensional differentiable manifold is a Lie group.

Lemma. Suppose that the subgroup $H$ of the Lie group $G$ can be given, in some neighborhood of the identity, by a system of equations (1) satisfying condition (2). Then $H$ is a regular subgroup.

Proof. The subset $H \subset G$ is invariant under translations:

$$
l(h): x \mapsto h x \quad(x \in G),
$$

which are diffeomorphisms of the manifold $G$. We use $l(h)$ to carry the coordinate system in the neighborhood of the identity in $G$ whose existence is asserted in the hypothesis over to a neighborhood of the point $h$. Then in the resulting coordinate system around $h$, the subgroup $H$ is given by the same equations that defined it in the neighborhood of the identity.

## Examples.

1. $\mathrm{SL}_{n}(K)$ (with $K=\mathbf{R}$ or $\mathbf{C}$ ) is a regular subgroup of the Lie group $\mathrm{GL}_{n}(K)$. In fact, it is given by the single equation

$$
\operatorname{det} X=1 \quad\left(X=\left[x_{i j}\right] \in \mathrm{GL}_{n}(K)\right)
$$

and

$$
\left.\frac{\partial \operatorname{det} X}{\partial x_{11}}\right|_{X=E}=1 \neq 0
$$

Thus, $\mathrm{SL}_{n}(K)$ is an $\left(n^{2}-1\right)$-dimensional Lie group.
2. The orthogonal group $\mathrm{O}_{n}$ is singled out in $\mathrm{GL}_{n}(\mathbf{R})$ by the equations

$$
F_{i j}(X)=\sum_{k} x_{i k} x_{j k}=\delta_{i j}
$$

where one can assume that $i \leq j$, so that there are $\frac{1}{2} n(n+1)$ equations. We have that

$$
\left.\frac{\partial F_{i j}(X)}{\partial x_{s t}}\right|_{X=E}= \begin{cases}2 \text { or } 1, & \text { if }\{i, j\}=\{s, t\} \\ 0, & \text { if }\{i, j\} \neq\{s, t\}\end{cases}
$$

It follows that the minor of order $\frac{1}{2} n(n+1)$ of the Jacobian matrix $\left[\frac{\partial F_{i j}(X)}{\partial x_{s t}}\right]$ corresponding to the variables $x_{s t}$, with $s \leq t$, does not vanish at the point $E$. Thus, $\mathrm{O}_{n}$ is a regular subgroup of the Lie group $\mathrm{GL}_{n}(\mathbf{R})$. It has dimension

$$
n^{2}-\frac{1}{2} n(n+1)=\frac{1}{2} n(n-1) .
$$

3. The group $\mathrm{SO}_{n}$ coincides in a neighborhood of the identity with $\mathrm{O}_{n}$ (as a subgroup of $\left.\mathrm{GL}_{n}(\mathbf{R})\right)$. In fact, the determinant of an orthogonal matrix can assume the values $\pm 1$, but if the matrix is close to the identity matrix, its determinant cannot be equal to -1 . Hence, $\mathrm{SO}_{n}$ is a regular subgroup of the Lie group $\mathrm{GL}_{n}(\mathbf{R})$. It has the same dimension as $\mathrm{O}_{n}$. One can show that $\mathrm{SO}_{n}$ is a (connected) component of the group $\mathrm{O}_{n}$.
4. The unitary group $\mathrm{U}_{n}$ is singled out in $\mathrm{GL}_{n}(\mathbf{C})$ by the equations

$$
\sum_{k} x_{i k} \bar{x}_{j k}=\delta_{i j} \quad\left(X=\left[x_{i j}\right] \in \mathrm{GL}_{n}(\mathbf{C})\right)
$$

where one can assume that $i \leq j$. If $\mathrm{GL}_{n}(\mathbf{C})$ is regarded as a real Lie group, the left-hand sides of these equations are differentiable functions. On separating the real and imaginary parts one obtains $n^{2}$ equations. Proceeding by analogy with Example 2, one can show that the rank of the Jacobian matrix of interest at the point $X=E$ is equal to the number of equations. Consequently, $\mathrm{U}_{n}$ is a regular subgroup of the real Lie group $\mathrm{GL}_{n}(\mathbf{C})$. Its dimension is equal to

$$
2 n^{2}-n=n^{2}
$$

10.3. A homomorphism of the Lie group $G$ into the Lie group $H$ is a group homomorphism of $G$ into $H$ which is also a differentiable map. Lie group ISOMORPHISMS and AUTOMORPHISMS are defined in an analogous manner.

A linear representation of the Lie group $G$ is, by definition, a homomorphism of $G$ into the Lie group $\mathrm{GL}(V)$, where $V$ is a real or complex vector space. The following variants can then be distinguished:
real linear representations of a real Lie group;
complex linear representations of a real Lie group (the space $V$ is complex, but $\mathrm{GL}(V)$ is regarded as a real Lie group); and
complex linear representations of a complex Lie group.
The differentiability of a linear representation $T$ of the Lie group $G$ means that the matrix elements of the operators $T(g)$ are differentiable functions of $g$.

## Examples.

1. Every real or complex linear representation of an arbitrary group $G$ is simultaneously a linear representation of the discrete Lie group $G$.
2. The map $t \mapsto \mathrm{e}^{i t}(t \in \mathbf{R})$ is a Lie group homomorphism of $\mathbf{R}$ onto $\mathbf{T}=$ $\{z \in \mathbf{C}||z|=1\}$.
3. The map $t \mapsto \mathrm{e}^{t A}\left(t \in \mathbf{R}, A \in \mathrm{~L}_{n}(\mathbf{R})\right.$ or $\left.\mathrm{L}_{n}(\mathbf{C})\right)$ is a (real or, respectively, complex) representation of the Lie group $\mathbf{R}$. The map $t \mapsto \mathrm{e}^{t A}(t \in \mathbf{C}, A \in$ $\mathrm{L}_{n}(\mathbf{C})$ ) is a linear representation of the complex Lie group $\mathbf{C}$.
4. Let $V$ be a real or complex vector space. Then all linear representations of $\mathrm{GL}(V)$ considered in 1.6 are differentiable, i.e., are linear representations of the Lie group GL $(V)$. For instance, the matrix elements of the representation $\Phi$ (Example 3, 1.6) were calculated in 2.4. It is obvious that they are differentiable and not merely continuous, which means that $\Phi$ is a differentiable map.
5. It follows from the differentiability of the group operations in a Lie group $G$ that every inner automorphism

$$
a(g): x \mapsto g x g^{-1} \quad(g, x \in G)
$$

is differentiable, i.e., it is a Lie group automorphism of $G$.
6. The restriction of a representation of a Lie group $G$ to a regular subgroup $H \subset G$ is a representation of the Lie group $H$.
10.4. The Tangent Map of a Homomorphism. We shall denote by $D_{x} X$ the tangent space to the manifold $X$ at the point $x \in X$, and by $d_{x} \phi: D_{x} X \rightarrow$ $D_{\phi(x)} Y$ the tangent map (the differential) of the differentiable map $\phi: X \rightarrow$ $Y$ at $x$. Whenever the argument of the map $d_{x} \phi$ (an element of $D_{x} X$ ) is indicated, the subscript $x$ in the notation $d_{x} \phi$ will be omitted.
Now let $\phi: G \rightarrow H$ be a Lie group homomorphism. Then $\phi(e)=e$, and there is defined the linear map

$$
d_{e} \phi: D_{e} G \rightarrow D_{e} H .
$$

We call $d_{e} \phi$ the TANGENT MAP of the homomorphism $\phi$.

Theorem 1. Any homomorphism of a connected Lie group $G$ into an arbitrary Lie group $H$ is uniquely determined by its tangent map.

This is the first genuine theorem of the theory of Lie groups. We precede its proof with some notation and a lemma.

Consider the tangent map of the left translation $l(g)$ on $G$ at the point $e$. It is an isomorphism of the tangent spaces:

$$
\begin{equation*}
d_{e} l(g): D_{e} G \rightarrow D_{g} G . \tag{3}
\end{equation*}
$$

We shall denote the image of $\xi \in D_{e} G$ under this isomorphism simply by $g \xi$. (If $G=\mathrm{GL}(V)$, then $g \xi$ can be understood as the usual product; see 10.5 below.)

Lemma. Let $\phi: G \rightarrow H$ be a Lie group homomorphism. Then for any $g \in G$ and any $\xi \in D_{e} G$,

$$
\begin{equation*}
d \phi(g \xi)=\phi(g) d \phi(\xi) \tag{4}
\end{equation*}
$$

Proof. Since $\phi$ is a homomorphism we have the following commutative diagram of maps:

(In fact, $l(\phi(g)) \phi(x)=\phi(g) \phi(x)=\phi(g x)=\phi(l(g) x)$ for all $x \in G$.) It yields the corresponding commutative diagram of tangent maps


We get equality (4) by just writing out what the commutativity of this diagram means for an element $\xi \in D_{e} G$.

Proof of Theorem 1. Let $d_{e} \phi$ be the tangent map of the homomorphism $\phi: G \rightarrow H$. Let us show how one can recover $\phi$ from $d_{e} \phi$.

In order to find $\phi(g)$, we connect the identity $e$ of $G$ with the point $g$ by a differentiable curve $g(t), 0 \leq t \leq 1$ :

$$
g(0)=e, \quad g(1)=g .
$$

For each $t$ we use the isomorphism (3) to write the tangent vector $g^{\prime}(t) \in$ $D_{g(t)} G$ in the form

$$
\begin{equation*}
g^{\prime}(t)=g(t) \xi(t), \quad \text { with } \xi(t) \in D_{e} G \tag{5}
\end{equation*}
$$

By the lemma,

$$
\begin{equation*}
d \phi\left(g^{\prime}(t)\right)=\phi(g(t)) d \phi(\xi(t)) \tag{6}
\end{equation*}
$$

Set

$$
\phi(g(t))=h(t) \quad \text { and } \quad d \phi(\xi(t))=\eta(t) .
$$

Then, by the definition of the tangent map,

$$
d \phi\left(g^{\prime}(t)\right)=h^{\prime}(t),
$$

and (6) can be reexpressed as

$$
\begin{equation*}
h^{\prime}(t)=h(t) \eta(t) \tag{7}
\end{equation*}
$$

If the tangent map $d_{e} \phi$ is known, so is $\eta(t)$; hence (7) can be regarded as a system of differential equations for the coordinates of $h(t)$. The solution of this system is uniquely determined by the initial condition $h(0)=e$. In particular, the point $h(1)=\phi(g)$ is uniquely determined, as we needed to show.

We wish to emphasize that Theorem 1 is concerned with the uniqueness of the Lie group homomorphism with a given tangent map and not with its existence.

Example. We use Theorem 1 to describe all automorphisms of the Lie group $\mathbf{R}$. The tangent map of an arbitrary automorphism $\phi$ of $\mathbf{R}$ is an invertible linear map of the one-dimensional space $D_{0} \mathbf{R}$, i.e., reduces to multiplication by some $c \in \mathbf{R}, c \neq 0$. Now, notice that the transformation $x \mapsto c x$ is an automorphism of the group $\mathbf{R}$, and that its tangent map is precisely multiplication by $c$. Hence there are no other automorphisms. (Resorting to the proof of Theorem 1, one could determine the form that an automorphism must have by solving a differential equation rather than producing it from thin air, as above.)
10.5. The Tangent Representation. The notion of tangent homomorphism can be applied to linear representations of Lie groups.
Let $V$ be a real or complex vector space. The $\operatorname{group} \operatorname{GL}(V)$ is an open subset of the vector space $\mathrm{L}(V)$. For each $\alpha \in \mathrm{GL}(V)$ (in particular, for $\alpha=\varepsilon$ ), the tangent space $D_{\alpha} \mathrm{GL}(V)$ can be canonically identified with $\mathrm{L}(V)$. By this we mean that the tangent vector to a curve passing through $\alpha$ is identified with the ordinary derivative of the (vector) $\mathrm{L}(V)$-valued function that specifies the curve. Under this identification the tangent space to the left translation $l(\alpha)$ becomes the operator of left multiplication by $\alpha$ in the algebra $\mathrm{L}(V)$.

Definition. Let $T: G \rightarrow \mathrm{GL}(V)$ be a linear representation of the Lie group $G$. We call the tangent map

$$
d_{e} T: D_{e} G \rightarrow \mathrm{~L}(V)=D_{\varepsilon} \mathrm{GL}(V)
$$

the TANGENT REPRESENTATION for $T$. (Note that $d_{e} T$ is not a representation of some group; as we shall see below, it is a representation of a Lie algebra.)

Corollary of Theorem 1. Any linear representation of a connected Lie group is uniquely determined by its tangent representation.

## Examples.

1. The tangent representation for the linear representation

$$
F_{\alpha}: t \mapsto \mathrm{e}^{t \alpha} \quad(t \in \mathbf{R}, \quad \alpha \in \mathrm{~L}(V))
$$

of $\mathbf{R}$ is the map

$$
\begin{equation*}
t \mapsto t \alpha . \tag{8}
\end{equation*}
$$

Since any linear map $\mathbf{R} \rightarrow \mathrm{L}(V)$ can be written in the form (8) for a suitable $\alpha \in \mathrm{L}(V)$, it follows that every linear representation of $\mathbf{R}$ in $V$ is of the type $F_{\alpha}$. It is precisely in this manner, by actually carrying out in a particular case the proof of Theorem 1 given above, that we found in 0.1 all differentiable representations of $\mathbf{R}$.
2. Let us determine the tangent representation for the adjoint representation Ad of the group GL $(V)$ (Example 2, 1.6). Let $\alpha(t), 0 \leq t \leq 1$, be a curve in the group GL $(V)$ with initial data

$$
\alpha(0)=\varepsilon, \quad \alpha^{\prime}(0)=\xi \in \mathrm{L}(V) .
$$

For every $\eta \in \mathrm{L}(V)$ we have

$$
\begin{aligned}
d \operatorname{Ad}(\xi) \eta & =\left.\frac{d}{d t} \operatorname{Ad}(\alpha(t)) \eta\right|_{t=0} \\
& =\left.\frac{d}{d t} \alpha(t) \eta \alpha(t)^{-1}\right|_{t=0}=\xi \eta-\eta \xi
\end{aligned}
$$

(Here we used the fact that $\left.\frac{d}{d t} \alpha(t)^{-1}\right|_{t=0}=-\xi$, which follows upon differentiating the identity $\alpha(t) \alpha(t)^{-1}=\varepsilon$ at $t=0$.)

The tangent representation $d_{e} \mathrm{Ad}$ is denoted by ad. We have shown that

$$
\begin{equation*}
\operatorname{ad}(\xi) \eta=\xi \eta-\eta \xi \tag{9}
\end{equation*}
$$

10.6. In the case when the given Lie group is connected, the properties of its linear representations are determined by the properties of the corresponding tangent representations. This holds true, in particular, for the invariant subspaces.

Let $T: G \rightarrow \mathrm{GL}(V)$ be a linear representation of the Lie group $G$ and $d_{e} T: D_{e} G \rightarrow \mathrm{~L}(V)$ the tangent representation for $T$. We will say that the subspace $U \subset V$ is invariant under the tangent representation $d_{e} T$ if

$$
d T(\xi) u \in U \quad \text { for all } \xi \in D_{e} G \text { and all } u \in U
$$

Theorem 2. a) Every subspace $U$ invariant under $T$ is also invariant un$\operatorname{der} d_{e} T$.
b) If $G$ is connected, then every subspace $U$ invariant under $d_{e} T$ is also invariant under $T$.

Proof. a) Suppose $U$ is invariant under $T$. Given an arbitrary $\xi \in D_{e} G$ we find a curve $g(t), 0 \leq t \leq 1$, in $G$ such that

$$
g(0)=e, \quad g^{\prime}(0)=\xi
$$

Since, for each given $u \in U$,

$$
T(g(t)) u \in U \quad \text { for all } t
$$

we have that

$$
d T(\xi) u=\left.\frac{d}{d t} T(g(t)) u\right|_{t=0} \in U
$$

Hence, $U$ is invariant under $d_{e} T$.
b) Suppose now that $G$ is connected and $U$ is invariant under $d_{e} T$. To show that $T(g) U \subset U$, we join the identity element $e$ of $G$ with the point $g$ by a differentiable curve $g(t), 0 \leq t \leq 1$ :

$$
g(0)=e, \quad g(1)=g
$$

We have

$$
g^{\prime}(t)=g(t) \xi(t), \quad \text { with } \xi(t) \in D_{e} G
$$

(cf. the proof of Theorem 1). By the Lemma of 10.4, applied to the homomorphism $T: G \rightarrow \mathrm{GL}(V)$,

$$
\begin{equation*}
\frac{d}{d t} T(g(t))=T(g(t)) d T(\xi(t)) \tag{10}
\end{equation*}
$$

Now pick a basis $(e)=\left(e_{1}, \ldots, e_{n}\right)$ in $V$ such that $U=\left\langle e_{1}, \ldots, e_{k}\right\rangle$, and set

$$
T_{(e)}(g(t))=A(t)=\left[a_{i j}(t)\right]
$$

and

$$
d T_{(e)}(\xi(t))=C(t)=\left[c_{i j}(t)\right]
$$

By hypothesis,

$$
\begin{equation*}
c_{i j}(t)=0 \quad \text { for } i>k, \quad j \leq k . \tag{11}
\end{equation*}
$$

We prove that

$$
\begin{equation*}
a_{i j}(t)=0 \quad \text { for } i>k, \quad j \leq k \tag{12}
\end{equation*}
$$

To this end we rewrite (10) in terms of matrices:

$$
A^{\prime}(t)=A(t) C(t) .
$$

Taking into account (11), this yields for $i>k$ and $j \leq k$

$$
\begin{equation*}
a_{i j}^{\prime}(t)=\sum_{\ell=1}^{k} a_{i \ell}(t) c_{\ell j}(t) \tag{13}
\end{equation*}
$$

These equalities can be regarded as a system of differential equations for the functions $a_{i j}(t)(i>k, j \leq k)$. Since $A(0)=E, a_{i j}(0)=0$ for $i>k, j \leq k$, and (12) follows from the uniqueness theorem for the solution of a system of differential equations with given initial condition. In particular, setting $t=1$ we conclude that $T(g) U \subset U$.

Corollary. a) If the tangent representation $d_{e} T$ for $T$ is irreducible, then so is $T$.
b) If $G$ is connected and the representation $T$ is irreducible, then so is the tangent representation $d_{e} T$.

This corollary will be used in Section 11.
10.7. The Tangent Algebra. The tangent space $D_{e} G$ to a Lie group $G$ does not, by itself, carry any information on the multiplication operation in $G$. However, the latter can be used to define, in a certain canonical manner, a binary operation in the space $D_{e} G$ called commutation, which turns $D_{e} G$ into an algebra. If $G$ is connected, then the structure of this algebra determines to a considerable extent the structure of the group $G$ itself.

The commutator of the elements $\xi, \eta \in D_{e} G$, denoted by $[\xi, \eta]$, is defined by the formula

$$
\begin{equation*}
[\xi, \eta]=\left.\frac{\partial^{2}}{\partial t \partial s}(g(t), h(s))\right|_{t=s=0} \tag{14}
\end{equation*}
$$

where $g(t), 0 \leq t \leq 1$, and $h(s), 0 \leq s \leq 1$, are curves in $G$ satisfying the conditions $g(0)=h(0)=e, g^{\prime}(0)=\xi, h^{\prime}(0)=\eta$, and $(g, h)=g h g^{-1} h^{-1}$ denotes the commutator of the elements $g, h$ in the group $G$.

The partial derivative in (14) can be defined coordinate-wise but is independent of the choice of the coordinate system, as it admits the following alternative interpretation. Set

$$
f(t, s)=(g(t), h(s))
$$

Then $f(t, 0)=e$ and

$$
\xi(t)=\left.\frac{\partial}{\partial s} f(t, s)\right|_{s=0} \in D_{e} G
$$

is the tangent vector to the curve $s \mapsto f(t, s)$. Now $\left.\frac{\partial^{2}}{\partial t \partial s} f(t, s)\right|_{t=s=0}$ is seen to be the tangent vector to the curve $\xi(t)$ in the space $D_{e} G$.

It follows from the definition of a Lie group that there exist differentiable functions $f_{i}$ of $2 n$ variables $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ such that the $i$-th coordinate of the commutator of the elements of $G$ with coordinates $\left(x_{1}, \ldots, x_{n}\right)$ and $\left(y_{1}, \ldots, y_{n}\right)$ is $f_{i}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)$. Regarding the $f_{i}$ as known functions, we obtain the following explicit expression for the coordinates of the commutator $[\xi, \eta]$ :

$$
\begin{equation*}
[\xi, \eta]_{i}=\left.\sum_{j, k} \frac{\partial^{2} f_{i}}{\partial x_{j} \partial y_{k}}\right|_{(e, e)} \xi_{j} \eta_{k} . \tag{15}
\end{equation*}
$$

This expression shows, first, that the commutator $[\xi, \eta]$ does not depend on the choice of the curves $g(t)$ and $h(s)$ and, second, that it is linear in each of its factors.

Definition. We call the tangent space $D_{e} G$, endowed with the commutator defined by the rule (14) (or (15)), tangent algebra of the Lie group $G$.

The tangent algebra is usually denoted by the lower-case Gothic letter (or letters) that correspond to the Roman letter(s) denoting the Lie group. Thus, the tangent algebra of the Lie group $G$ is denoted by $\mathfrak{g}$, that of $\mathrm{SL}_{n}(\mathbf{C})$ by $\mathfrak{s l}_{n}(\mathbf{C})$, and so on.

## Examples.

1. If the Lie group $G$ is commutative, then $[\xi, \eta]=0$ for all $\xi, \eta \in \mathfrak{g}$.
2. Let us determine the tangent algebra of $\mathrm{GL}(V)$. Given arbitrary $\xi, \eta \in$ $\mathrm{L}(V)=D_{\varepsilon} \mathrm{GL}(V)$, we pick curves $\alpha(t), \beta(s) \in \mathrm{GL}(V)$ such that

$$
\alpha(0)=\beta(0)=\varepsilon, \quad \alpha^{\prime}(0)=\xi, \quad \beta^{\prime}(0)=\eta .
$$

Then (see Example 2, 10.5),

$$
\begin{aligned}
& \left.\frac{d}{d t} \alpha(t)^{-1}\right|_{t=0}=-\xi,\left.\quad \frac{d}{d s} \beta(s)^{-1}\right|_{s=0}=-\eta \\
& \left.\frac{\partial}{\partial s} \alpha(t) \beta(s) \alpha(t)^{-1} \beta(s)^{-1}\right|_{s=0}=\alpha(t) \eta \alpha(t)^{-1}-\eta
\end{aligned}
$$

and

$$
\left.\frac{\partial}{\partial t}\left(\alpha(t) \eta \alpha(t)^{-1}-\eta\right)\right|_{t=0}=\xi \eta-\eta \xi
$$

Thus,

$$
\begin{equation*}
[\xi, \eta]=\xi \eta-\eta \xi \tag{16}
\end{equation*}
$$

It is readily verified that the commutation operation in $\mathrm{L}(V)$ possesses the following properties:

$$
[\xi, \eta]+[\eta, \xi]=0, \quad(\text { skew-symmetry }, \text { or anti-commutativity })
$$

and

$$
[\xi,[\eta, \zeta]]+[\eta,[\zeta, \xi]]+[\zeta,[\xi, \eta]]=0 \quad \text { (the Jacobi identity). }
$$

Any algebra in which these two identities hold is called a Lie algebra. One can show that the tangent algebra of any Lie group is a Lie algebra. We shall not need this fact, however.

It is obvious that the tangent algebra $\mathfrak{h}$ of a regular subgroup $H$ of the Lie group $G$ is a subalgebra of $\mathfrak{g}$. In particular, if $H$ is a regular subgroup of the Lie group GL $(V)$, then $\mathfrak{h}$ is a subspace of $\mathrm{L}(V)$, and the commutator $[\xi, \eta]$ of $\xi, \eta \in \mathfrak{h}$ is computed according to formula (16).

We remark that if the subgroup $H$ of the Lie group $G$ is given in a neighborhood of the identity by a system of equations (1) with property (2), then the subspace $D_{e} H$ is singled out in $D_{e} G$ by the linear equations

$$
\left.\sum_{j} \frac{\partial F_{i}}{\partial x_{j}}\right|_{e} \xi_{j}=0
$$

where $\left(\xi_{1}, \ldots, \xi_{n}\right)$ is the coordinate system on the tangent space $D_{e} G$ corresponding to the coordinate system $\left(x_{1}, \ldots, x_{n}\right)$ on $G$.
3. $\mathrm{O}_{n}$ is a regular subgroup of $\mathrm{GL}_{n}(\mathbf{R})$ (see Example 2, 10.2). The system of equations defining $\mathrm{O}_{n}$ is equivalent to the matrix equation

$$
A A^{\prime}=E .
$$

Differentiating the latter with respect to $A$ at $A=E$, we obtain the equation of the tangent space $D_{E} \mathrm{O}_{n}$ :

$$
X+X^{\prime}=0
$$

Thus, the tangent algebra of the Lie group $\mathrm{O}_{n}$ is the algebra of the skewsymmetric real matrices with the commutation operation

$$
\begin{equation*}
[X, Y]=X Y-Y X \tag{17}
\end{equation*}
$$

In particular, we see that the commutator of two skew-symmetric matrices is again a skew-symmetric matrix (which, of course, can also be verified directly).

In a similar fashion one proves that the tangent algebra of the Lie group $\mathrm{U}_{n}$ is the algebra of skew-Hermitian complex matrices with the commutator (17).
10.8. In 10.4 we saw that a homomorphism of connected Lie groups is uniquely determined by its tangent map. We are led to ask which linear maps are tangent maps of Lie group homomorphisms. A partial answer is provided by

Theorem 3. The tangent map of a Lie group homomorphism is a homomorphism of the corresponding tangent algebras.

Proof. Let $\phi: G \rightarrow H$ be a Lie group homomorphism. Given $\xi, \eta \in \mathfrak{g}$, choose curves $g(t), h(s)$ as in the definition of the commutator. By the definition of the tangent map,

$$
\begin{aligned}
d \phi\left(\left.\frac{\partial}{\partial s}(g(t), h(s))\right|_{s=0}\right) & =\left.\frac{\partial}{\partial s} \phi((g(t), h(s)))\right|_{s=0} \\
& =\left.\frac{\partial}{\partial s}(\phi(g(t)), \phi(h(s)))\right|_{s=0}
\end{aligned}
$$

Since the map $d_{e} \phi: \mathfrak{g} \rightarrow \mathfrak{h}$ is linear and continuous, it commutes with differentiation. Consequently,

$$
\begin{aligned}
d \phi\left(\left.\frac{\partial^{2}}{\partial t \partial s}(g(t), h(s))\right|_{t=s=0}\right) & =\left.\frac{\partial}{\partial t} d \phi\left(\left.\frac{\partial}{\partial s}(g(t), h(s))\right|_{s=0}\right)\right|_{t=0} \\
& =\frac{\partial^{2}}{\partial t \partial s}\left(\phi(g(t)),\left.\phi(h(s))\right|_{t=s=0}\right.
\end{aligned}
$$

i.e.,

$$
d \phi([\xi, \eta])=[d \phi(\xi), d \phi(\eta)]
$$

as we needed to show.

Corollary. Let $T: G \rightarrow \mathrm{GL}(V)$ be a linear representation of the Lie group $G$. Then

$$
d T([\xi, \eta])=d T(\xi) d T(\eta)-d T(\eta) d T(\xi)
$$

for every $\xi, \eta \in \mathfrak{g}$.

For an arbitrary Lie algebra $\mathfrak{a}$, a linear map $\tau: \mathfrak{a} \rightarrow \mathrm{L}(V)$ satisfying the condition:

$$
\tau([\xi, \eta])=\tau(\xi) \tau(\eta)-\tau(\eta) \tau(\xi) \quad \text { for all } \xi, \eta \in \mathfrak{a}
$$

is called a LINEAR REPRESENTATION oF $\mathfrak{a}$. Thus, the tangent map $d_{e} T$ of any representation $T$ of the Lie group $G$ is a linear representation of the tangent algebra $\mathfrak{g}$.
10.9. The Adjoint Representation. For each $g \in G$ we let $a(g)$ denote the inner automorphism of $G$ defined by $g$ :

$$
a(g) x=g x g^{-1} \quad(x \in G) .
$$

Suppose $G$ is a Lie group. Then we can consider the tangent map $d_{e} a(g) \in$ $\operatorname{GL}(\mathfrak{g})$, denoted $\operatorname{Ad}(g)$. Since $a\left(g_{1} g_{2}\right)=a\left(g_{1}\right) a\left(g_{2}\right)$, we have that $\operatorname{Ad}\left(g_{1} g_{2}\right)=$ $\operatorname{Ad}\left(g_{1}\right) \operatorname{Ad}\left(g_{2}\right)$. Moreover, it follows from the definition of a Lie group that $\operatorname{Ad}(g)$ depends differentiably on $g$. Hence, the map

$$
\operatorname{Ad}: g \mapsto \operatorname{Ad}(g)
$$

is a linear representation of $G$ in the vector space $\mathfrak{g}$. It is called the ADJoint representation of the Lie group $G$.

When $G=\mathrm{GL}(V)$, this general definition of the adjoint action is in agreement with the one given in Example 2 of 1.6. In fact, in this case $a(g) x$ depends linearly on $x$, and so $\operatorname{Ad}(g)$ is given by the same formula as $a(g)$. Specifically, for $\xi \in \mathfrak{g}=\mathrm{L}(V)$,

$$
\begin{equation*}
\operatorname{Ad}(g) \xi=g \xi g^{-1} \tag{18}
\end{equation*}
$$

The same formula is, needless to say, valid for every regular subgroup $G \subset$ $\mathrm{GL}(V)$.

The tangent representation for Ad is called the adjoint representation OF THE TANGENT ALGEBRA $\mathfrak{g}$ and is denoted by ad. In 10.5 (Example 2) we showed that, for $G=\mathrm{GL}(V)$,

$$
\begin{equation*}
\operatorname{ad}(\xi) \eta=[\xi, \eta] \quad(\xi, \eta \in \mathfrak{g}) . \tag{19}
\end{equation*}
$$

In exactly the same manner one can prove that this formula holds for any regular subgroup $G \subset \mathrm{GL}(V)$. Actually, one can show that (19) is valid for any Lie group $G$.

By the Corollary to Theorem 3,

$$
\operatorname{ad}([\xi, \eta])=\operatorname{ad}(\xi) \operatorname{ad}(\eta)-\operatorname{ad}(\eta) \operatorname{ad}(\xi)
$$

In view of (19), this means that

$$
\begin{equation*}
[[\xi, \eta], \zeta]=[\xi,[\eta, \zeta]]-[\eta,[\xi, \zeta]] \tag{20}
\end{equation*}
$$

for all $\xi, \eta, \zeta \in \mathfrak{g}$. Assuming that the skew-symmetry of the commutation operation is a known fact, (20) is equivalent to the Jacobi identity. This is in fact one of the ways of proving the latter.
10.10. The next theorem describes the behavior of the adjoint representation under a homomorphism.

Theorem 4. Let $\phi: G \rightarrow H$ be a Lie group homomorphism. Then

$$
\begin{equation*}
d \phi(\operatorname{Ad}(g) \xi)=\operatorname{Ad}(\phi(g)) d \phi(\xi) \tag{21}
\end{equation*}
$$

for all $g \in G$ and all $\xi \in \mathfrak{g}$.
Proof. Let $x(t)$ be a curve in $G$ tangent to the vector $\xi$ at $t=0$. Then $\operatorname{Ad}(g) \xi$ is the tangent vector (also at $t=0$ ) to the curve $g x(t) g^{-1}$, while $d \phi(\operatorname{Ad}(g) \xi)$ is the tangent vector to the curve

$$
\phi\left(g x(t) g^{-1}\right)=\phi(g) \phi(x(t)) \phi(g)^{-1} .
$$

This yields (21), because $d \phi(\xi)$ is the tangent vector to the curve $\phi(x(t))$.

Corollary. Let $T: G \rightarrow \mathrm{GL}(V)$ be a linear representation of the Lie group $G$. Then

$$
d T(\operatorname{Ad}(g) \xi)=T(g) d T(\xi) T(g)^{-1}
$$

for all $g \in G$ and all $\xi \in \mathfrak{g}$.
10.11. Velocity Fields. Suppose that there is given a differentiable action $s$ of the Lie group $G$ on a differentiable manifold $X$. (The differentiability of $s$ means that the coordinates of the point $g x$ are differentiable functions of the coordinates of $g$ and $x$ ). Then with each element $\xi \in \mathfrak{g}$ we can associate a vector field on $X$, a "velocity field" of the action $s$.

Specifically, let $g(t)$ be a curve in $G$ tangent to $\xi$ at $t=0$. For each $x \in X$ we put

$$
\begin{equation*}
\xi x=\left.\frac{d}{d t} g(t) x\right|_{t=0} \in D_{x} X \tag{22}
\end{equation*}
$$

Obviously, the coordinates of the vector $\xi x$ are linear functions of the first derivatives of the coordinates of $g(t)$ at $t=0$, i.e., of the coordinates of $\xi$. If $s$ is a linear representation we have

$$
\xi x=d s(\xi) x,
$$

where $d s$ denotes the tangent representation. In the general case we shall use $d s(\xi)$ to denote the vector field $x \mapsto \xi x$. It is natural to regard the linear $\operatorname{map} \xi \mapsto d s(\xi)$ as the "tangent action" associated with $s$. We call the vector field $d s(\xi)$ the velocity field (or the infinitesimal generator) of the ACTION $s$ corresponding to the element $\xi \in \mathfrak{g}$.

For any differentiable function $f$ we have that

$$
\begin{equation*}
\left.\frac{d}{d t}\left(s_{*}(g(t)) f\right)(x)\right|_{t=0}=\left.\frac{d}{d t} f\left(g(t)^{-1} x\right)\right|_{t=0}=-\partial_{\xi x} f(x), \tag{23}
\end{equation*}
$$

where $\partial_{\xi x}$ denotes the operator of differentiation in the direction of the vector $\xi x$. From (23) we derive the following important result.

Proposition. Let $W$ be a finite-dimensional space of differentiable functions on $X$ which is invariant under the representation $s_{*}$, and let $T=\left(s_{*}\right)_{W}$. Then

$$
d T(\xi) f=-\partial_{d s(\xi)} f
$$

for all $\xi \in \mathfrak{g}$ and all $f \in W$.
Proof. Let $g(t)$ be a curve in $G$ tangent to $\xi$ for $t=0$. By the definition of the tangent representation,

$$
d T(\xi)=\left.\frac{d}{d t}(T(g(t)))\right|_{t=0}
$$

For $f \in W$ we have

$$
d T(\xi) f=\left.\frac{d}{d t} T(g(t)) f\right|_{t=0}=\left.\frac{d}{d t} s_{*}(g(t)) f\right|_{t=0}
$$

and the needed equality now follows from (23).
Remark. Let $s_{*}$ denote the representation of $G$ in the space of all differentiable functions on $X$. It is natural to define the tangent representation for $s_{*}$ by the rule

$$
d s_{*}(\xi) f=\left.\frac{d}{d t} s_{*}(g(t)) f\right|_{t=0} .
$$

(Notice that the definition of a tangent representation given in 10.5 does not apply here since the representation $s_{*}$ is infinite-dimensional.) Then, by the foregoing discussion,

$$
\begin{equation*}
d s_{*}(\xi)=-\partial_{d s(\xi)} . \tag{24}
\end{equation*}
$$

## Questions and Exercises

1. Prove that $\mathrm{U}_{n}$ and $\mathrm{SU}_{n}=\left\{A \in \mathrm{U}_{n} \mid \operatorname{det} A=1\right\}$ are regular subgroups of $\mathrm{GL}_{n}(\mathbf{C})$, regarded as a real Lie group.
2. Prove that the adjoint representation of $\mathrm{GL}(V)$ is differentiable.
3. Use Theorem 1 to find all Lie group homomorphisms of $\mathbf{R}$ into $\mathbf{T}$.
4. Use the Corollary to Theorem 1 to find all irreducible complex representations of the Lie group $\mathbf{R}^{n}$ (with addition of vectors as the group operation).
5. Find the tangent representation for the linear representation $\Phi$ of GL( $V$ ) in the space of bilinear functions (Example 3, 1.6).
6. Let $T: G \rightarrow \mathrm{GL}(V)$ be a linear representation of the Lie group $G$, (e) a basis of the space $V$, and $(\varepsilon)$ the dual basis of $V^{\prime}$. Prove that

$$
d T_{(\varepsilon)}^{\prime}(\xi)=-\left(d T_{(e)}(\xi)\right)^{\prime} \quad \text { for all } \xi \in \mathfrak{g}
$$

7. Find the tangent algebra for the following Lie groups:
a) $\mathrm{SL}_{n}(\mathbf{R})$;
b) $\mathrm{SU}_{n}$;
c) the group of real nonsingular triangular matrices of order $n$.
8. Prove the skew-symmetry of the commutation operation in the tangent algebra of an arbitrary Lie group.
9.* Establish formula (19) for an arbitrary Lie group.
9. Use formula (19) to show that if in the tangent algebra of the connected Lie group $G$ the commutator of any pair of elements is equal to zero, then $G$ is commutative.
11.* Deduce that the Jacobi identity holds in the tangent algebra of a Lie group $G$ from the fact that the operators $\operatorname{Ad}(g), g \in G$, are automorphisms of the tangent algebra.
12.* Find the tangent representation for the representation $s_{*}$ of $\mathrm{GL}_{2}(\mathbf{R})$ in the space of functions on the projective line $\widehat{\mathbf{R}}$ (see Exercise 12, Section 0).

## 11. Representations of $\mathrm{SU}_{2}$ and $\mathrm{SO}_{3}$

In this section we use methods of the theory of Lie groups to describe all linear representations of the groups $\mathrm{SU}_{2}$ and $\mathrm{SO}_{3}$.
11.1. $\mathrm{SU}_{2}$ and $\mathrm{SO}_{3}$ are compact topological groups. At the same time, they are three-dimensional real Lie groups (see 10.2).
As its explicit definition shows, the homomorphism $P: \mathrm{SU}_{2} \rightarrow \mathrm{SO}_{3}$ exhibited in 7.2 is differentiable, and not merely continuous. The same holds true for the linear representations $\Phi_{n}$ of $\mathrm{SU}_{2}$ constructed in 7.4.
The representations of $\mathrm{SO}_{3}$ in the spaces $U_{m}$ of spherical functions are also differentiable. In fact, they are isomorphic to subrepresentations of $\mathrm{SO}_{3}$ in spaces of homogeneous polynomials in the variables $x_{1}, x_{2}, x_{3}$, and it is readily verified that the matrix elements of the latter are polynomials in the matrix elements of the identity representation of $\mathrm{SO}_{3}$.
[Theorem 2 of 8.3 shows that the matrix elements of any continuous linear representation of a compact linear group $G$ belong to the algebra $\mathbf{C}[G]$. If $G$ is a compact linear Lie group the elements of $\mathbf{C}[G]$ are differentiable functions on $G$. Hence, every continuous linear representation of a compact linear Lie group is differentiable. This is valid, in particular, for $\mathrm{SU}_{2}$ and $\mathrm{SO}_{3}$. As a matter of fact, every compact linear group is a linear Lie group (i.e., a regular subgroup of the general linear group).]
The tangent algebra $\mathfrak{s u}_{2}$ of $\mathrm{SU}_{2}$ consists of the traceless skew-Hermitian matrices of second order, i.e., matrices of the form

$$
\left(\begin{array}{cc}
i x_{1} & -x_{2}+i x_{3} \\
x_{2}+i x_{3} & -i x_{1}
\end{array}\right) \quad\left(x_{1}, x_{2}, x_{3} \in \mathbf{R}\right) .
$$

In the notation of $7.2, \mathfrak{s u}_{2}=i \mathbf{E}$. The linear representation $P$ of $\mathrm{SU}_{2}$ in the space $\mathbf{E}$, considered in 7.2 , is isomorphic to its adjoint representation. (The isomorphism is realized through multiplication by $i$.)
11.2. In order to describe the (differentiable) linear representations of $\mathrm{SU}_{2}$ we use the results of the preceding section, which permit us to reduce our task to that of describing the linear representations of the Lie algebra $\mathfrak{s u}_{2}$. This in turn is facilitated by passing to the complexification of the algebra $\mathfrak{s u}_{2}$. We discuss this in more detail.
Let $\mathfrak{a}$ be a real Lie algebra, and let $\left(e_{1}, \ldots, e_{n}\right)$ be a vector space basis of $\mathfrak{a}$. Then

$$
\begin{equation*}
\left[e_{i}, e_{j}\right]=\sum_{k} c_{i j k} e_{k} \quad\left(\text { with } c_{i j k} \in \mathbf{R}\right) \tag{1}
\end{equation*}
$$

Consider the complexification $\mathfrak{a}_{\mathbf{C}}$ of the vector space $\mathfrak{a}$ (see 3.5 and 3.6). Define in $\mathfrak{a}_{\mathbf{C}}$ a bilinear commutation operation in such a manner that the basis vectors $e_{1}, \ldots, e_{n}$ satisfy relations (1). Then the skew-symmetry and Jacobi identities hold for the basis vectors in $\mathfrak{a}_{\mathbf{C}}$ because they hold in $\mathfrak{a}$. These identities will then hold for arbitrary vectors in $\mathfrak{a}_{\mathbf{C}}$, thanks to their linearity in all arguments. The complex Lie algebra $\mathfrak{a}_{\mathbf{C}}$ obtained in this manner is called the COMPlexification of the Lie algebra $\mathfrak{a}$.

It is clear that the commutator of any two elements in $\mathfrak{a}$ coincides with their commutator in $\mathfrak{a}_{\mathbf{C}}$. This implies that the commutation operation in $\mathfrak{a}_{\mathbf{C}}$ does not depend on the choice of the basis $\left(e_{1}, \ldots, e_{n}\right)$.

Similar arguments show that every complex linear representation of the Lie algebra $\mathfrak{a}$ extends (uniquely) to a representation of the complex Lie algebra $\mathfrak{a}_{\mathbf{C}}$ in the same space. (By definition, a complex linear representation of a real Lie algebra $\mathfrak{a}$ is any homomorphism of $\mathfrak{a}$ into the Lie algebra of all linear operators in a complex vector space, regarded as a real algebra.) Moreover, the original and extended representations share the same invariant subspaces.

Each element of the algebra $\mathfrak{a}_{\mathbf{C}}$ is uniquely expressible as $\xi+i \eta$ with $\xi, \eta \in \mathfrak{a}$. The extension of any given complex linear representation $\tau$ of $\mathfrak{a}$ to $\mathfrak{a}_{\mathbf{C}}$ can be described by the rule

$$
\begin{equation*}
\tau(\xi+i \eta)=\tau(\xi)+i \tau(\eta) \tag{2}
\end{equation*}
$$

The complexification of $\mathfrak{s u}_{2}$ is the Lie algebra $\mathfrak{s l}_{2}(\mathbf{C})$ of all complex traceless matrices of order two (the tangent algebra of the group $\mathrm{SL}_{2}(\mathbf{C})$ ). In fact, the matrices

$$
\left(\begin{array}{rr}
i & 0 \\
0 & -i
\end{array}\right), \quad\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right), \quad\left(\begin{array}{ll}
0 & i \\
i & 0
\end{array}\right)
$$

which form a basis of $\mathfrak{s u}_{2}$ over $\mathbf{R}$, also form a basis of $\mathfrak{s l}_{2}(\mathbf{C})$ over $\mathbf{C}$.
Passing to representations of the Lie algebra $\mathfrak{s l}_{2}(\mathbf{C})$ is useful because the latter possesses a basis with very convenient commutation relations, namely the one given by the matrices

$$
H=\left(\begin{array}{rr}
1 & 0  \tag{3}\\
0 & -1
\end{array}\right), \quad E_{+}=\left(\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right), \quad E_{-}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)
$$

with the commutators

$$
\begin{equation*}
\left[H, E_{+}\right]=2 E_{+}, \quad\left[H, E_{-}\right]=-2 E_{-}, \quad\left[E_{+}, E_{-}\right]=H \tag{4}
\end{equation*}
$$

11.3. Theorem 1. Let $\tau: \mathfrak{s l}_{2}(\mathbf{C}) \rightarrow \mathfrak{g l}(V)$ be an irreducible representation of the Lie algebra $\mathfrak{s l}_{2}(\mathbf{C})$. Then in $V$ there exists a basis $\left(v_{0}, v_{1}, \ldots, v_{n}\right)$ such that

$$
\begin{align*}
\tau(H) v_{k} & =(n-2 k) v_{k}, \\
\tau\left(E_{-}\right) v_{k} & =v_{k+1},  \tag{5}\\
\tau\left(E_{+}\right) v_{k} & =k(n-k+1) v_{k-1},
\end{align*}
$$

where we put $v_{-1}=v_{n+1}=0$.
Proof. Let $v$ be an arbitrary eigenvector of the operator $\tau(H)$ :

$$
\tau(H) v=c v .
$$

If $\tau\left(E_{+}\right) v \neq 0$, then $\tau\left(E_{+}\right) v$ is again an eigenvector of $\tau(H)$, with corresponding eigenvalue $c+2$ :

$$
\begin{aligned}
\tau(H) \tau\left(E_{+}\right) v & =\tau\left(\left[H, E_{+}\right]\right) v+\tau\left(E_{+}\right) \tau(H) v \\
& =2 \tau\left(E_{+}\right) v+c \tau\left(E_{+}\right) v=(c+2) \tau\left(E_{+}\right) v .
\end{aligned}
$$

Similarly, one proves that if $\tau\left(E_{-}\right) v \neq 0$, then $\tau\left(E_{-}\right) v$ is an eigenvector of $\tau(H)$ with corresponding eigenvalue $c-2$.

Since $\tau(H)$ can have only finitely many distinct eigenvalues, repeated application of the operator $\tau\left(E_{+}\right)$to $v$ yields, after a finite number of steps, a vector $v_{0} \neq 0$ with the properties

$$
\tau(H) v_{0}=c_{0} v_{0}, \quad \tau\left(E_{+}\right) v_{0}=0
$$

Proceeding in a similar fashion with $\tau\left(E_{-}\right)$and the vector $v_{0}$, we finally obtain a vector which is annihilated by $\tau\left(E_{-}\right)$. Now we set

$$
v_{k}=\tau\left(E_{-}\right)^{k} v_{0} \quad(k=0,1,2, \ldots) .
$$

Let $n$ be such that $v_{0}, v_{1}, \ldots, v_{n} \neq 0$, whereas $v_{n+1}=0$.
The vector $v_{k}(k=0,1, \ldots, n)$ is an eigenvector of $\tau(H)$ with corresponding eigenvalue $c_{0}-2 k$ :

$$
\begin{equation*}
\tau(H) v_{k}=\left(c_{0}-2 k\right) v_{k} . \tag{6}
\end{equation*}
$$

By construction,

$$
\begin{equation*}
\tau\left(E_{-}\right) v_{k}=v_{k+1} . \tag{7}
\end{equation*}
$$

We use induction on $k$ to show that

$$
\begin{equation*}
\tau\left(E_{+}\right) v_{k}=a_{k} v_{k-1}, \quad \text { with } a_{k} \in \mathbf{C} \tag{8}
\end{equation*}
$$

(where we put $v_{-1}=0$ ). For $k=0$ this holds by the construction of $v_{0}$. For $k=1$ we have

$$
\begin{aligned}
\tau\left(E_{+}\right) v_{1} & =\tau\left(E_{+}\right) \tau\left(E_{-}\right) v_{0} \\
& =\tau\left(\left[E_{+}, E_{-}\right]\right) v_{0}+\tau\left(E_{-}\right) \tau\left(E_{+}\right) v_{0}=\tau(H) v_{0}=c_{0} v_{0}
\end{aligned}
$$

Analogously, letting $k>1$ and assuming that

$$
\tau\left(E_{+}\right) v_{k-1}=a_{k-1} v_{k-2}
$$

we obtain

$$
\begin{aligned}
\tau\left(E_{+}\right) v_{k} & =\tau(H) v_{k-1}+a_{k-1} \tau\left(E_{-}\right) v_{k-2} \\
& =\left(c_{0}-2 k+2+a_{k-1}\right) v_{k-1}=a_{k} v_{k-1}
\end{aligned}
$$

where

$$
\begin{equation*}
a_{k}=a_{k-1}+c_{0}-2(k-1) \tag{9}
\end{equation*}
$$

This completes the proof of (8).
The recursion relation (9) together with the condition $a_{0}=c_{0}$ permit us to calculate the coefficient $a_{k}$ as

$$
\begin{equation*}
a_{k}=k c_{0}-2(1+2+\ldots+(k-1))=k\left(c_{0}-k+1\right) \tag{10}
\end{equation*}
$$

Relations (6)-(8) show that the subspace $\left\langle v_{0}, v_{1}, \ldots, v_{n}\right\rangle$ is invariant under the representation $\tau$. Since $\tau$ is irreducible, we conclude that

$$
\left\langle v_{0}, v_{1}, \ldots, v_{n}\right\rangle=V
$$

To complete the proof of the theorem it remains to show that $c_{0}=n$. The simplest way to do this is to use the fact that relations (9) and (10) also hold for $k=n+1$. But since $v_{n+1}=0$, we get

$$
a_{n+1}=(n+1)\left(c_{0}-n\right)=0
$$

whence $c_{0}=n$.

Corollary. Two irreducible representations of $\mathfrak{s l}_{2}(\mathbf{C})$ having the same dimension are isomorphic.

Proof. . In fact, if the dimension $n+1$ of representation $\tau$ is known, then $\tau$ is completely described by formulas (5).
11.4. Theorem 2. Every irreducible representation $T$ of the Lie group $\mathrm{SU}_{2}$ is isomorphic to one of the representations $\Phi_{n}$ constructed in 7.4.

Proof. By the Corollary to Theorem 1 of 10.4 , it suffices to show that the tangent representation $d_{e} T$ of the Lie algebra $\mathfrak{s u}_{2}$ is isomorphic to one of the representations $d_{e} \Phi_{n}$. According to the Corollary to Theorem 2 of 10.6, both $d_{e} T$ and $d_{e} \Phi_{n}$ are irreducible. We extend them to the complexification $\mathfrak{s l}_{2}(\mathbf{C})$ of $\mathfrak{s u}_{2}$ and then apply the Corollary to Theorem 1 of 11.3. For $n+1=\operatorname{dim} T$ we conclude that $d_{e} T \simeq d_{e} \Phi_{n}$.

For another proof of Theorem 2, based on the theory of characters, see Exercise 7 to Section 8.

Corollary 1. Every irreducible representation $T$ of the Lie group $\mathrm{SO}_{3}$ is isomorphic to one of the representations $\Psi_{n}$ constructed in 7.4.

Proof. In fact, $T$ is obtained through factorization from one of the irreducible representations of $\mathrm{SU}_{2}$. By Theorem 2, the latter must be isomorphic to one of the representations $\Phi_{n}$, and then $T \simeq \Psi_{n}$.

Corollary 2. The representation of $\mathrm{SO}_{3}$ in the space $U_{m}$ of functions on the sphere (see Section 9) is isomorphic to $\Psi_{2 m}$.
11.5. In Section 9 we gave without proof formulas expressing the Laplace spherical functions $Y_{m, k}, k \neq 0$, through Legendre polynomials. We now prove these formulas using Theorem 1 of this section.

We shall regard the three-dimensional Euclidean space in which the sphere $S$ lies as the space $\mathbf{E}$ of traceless Hermitian matrices of order two (see 7.2), and accordingly regard $\mathrm{SO}_{3}$ as the group of rotations in $\mathbf{E}$.

Next, we fix in $\mathbf{E}$ the orthonormal basis $\left(E_{1}, E_{2}, E_{3}\right)$, where

$$
E_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad E_{2}=\left(\begin{array}{rr}
0 & i \\
-i & 0
\end{array}\right), \quad E_{3}=\left(\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right)
$$

Our calculations will be carried out in the coordinates $x_{1}, x_{2}, x_{3}$ relative to this basis. Then the "north pole" of the sphere $S$ is the matrix $E_{3}$.

Given $m$, we consider the irreducible representation of $\mathrm{SO}_{3}$ in the space $U_{m}$ of functions on $S$.

We lift it to $\mathrm{SU}_{2}$ by means of the homomorphism $P: \mathrm{SU}_{2} \rightarrow \mathrm{SO}_{3}$ constructed in 7.4 , and we denote the resulting representation of $\mathrm{SU}_{2}$ by $T$. The tangent
representation $d_{e} T$ of $\mathfrak{s u}_{2}$ and its extension to $\mathfrak{s l}_{2}(\mathbf{C})$ will both be denoted by $\tau$.

By Theorem 1, the representation $\tau$ is given by formulas (5) relative to some basis $\left(v_{0}, v_{1}, \ldots, v_{n}\right)$ of $U_{m}$, where $n=2 m$ (since $\operatorname{dim} U_{m}=2 m+1$ ). Our first objective is to show that $\left(v_{0}, v_{1}, \ldots, v_{n}\right)$ coincides with the basis $\left(Y_{m, m}, Y_{m, m-1}, \ldots, Y_{m,-m}\right)$ up to a normalization. To this end we must show that the spherical functions $Y_{m, k}$ are eigenfunctions of the operator $\tau(H)$.

Lemma. $\tau(H) Y_{m, k}=2 k Y_{m, k}$.
Proof. As in Section 7, we put

$$
A(z)=\left(\begin{array}{ll}
z & 0 \\
0 & z^{-1}
\end{array}\right) \in \mathrm{SU}_{2} \quad(z \in \mathbf{C},|z|=1)
$$

The matrix $i H \in \mathfrak{s u}_{2}$ is the tangent vector to the curve $g(t)=A\left(\mathrm{e}^{i t}\right)$ at $t=0$. By the definition of the tangent representation,

$$
\tau(i H) Y_{m, k}=\left.\frac{d}{d t} T(g(t)) Y_{m, k}\right|_{t=0}
$$

In the course of the proof of the Theorem of 7.2 it was established that $P\left(A\left(\mathrm{e}^{i t}\right)\right)$ is the rotation through an angle of $2 t$ around the axis $\langle H\rangle=\left\langle E_{3}\right\rangle$ :

$$
P\left(A\left(\mathrm{e}^{i t}\right)\right)=h\left(\mathrm{e}^{2 i t}\right)
$$

(for the notation $h$, see 9.4). Therefore,

$$
T(g(t)) Y_{m, k}=h\left(\mathrm{e}^{2 i t}\right)_{*} Y_{m, k}=\mathrm{e}^{2 k i t} Y_{m, k}
$$

(see Theorem 2, 9.5), and

$$
\tau(i H) Y_{m, k}=\left.\frac{d}{d t}\left(\mathrm{e}^{2 k i t} Y_{m, k}\right)\right|_{t=0}=2 k i Y_{m, k}
$$

from which the needed relation follows upon dividing both sides by $i$.
Since $v_{k}$ is an eigenvector of $\tau(H)$ corresponding to the eigenvalue $n-2 k=$ $2(m-k)$, it is proportional to the spherical function $Y_{m, m-k}$. It then follows from (5) that for a suitable normalization of the spherical functions we have

$$
\begin{equation*}
Y_{m, k}=\tau\left(E_{+}\right)^{k} Y_{m, 0} \quad(k>0) \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{m,-k}=\tau\left(E_{-}\right)^{k} Y_{m, 0} \quad(k>0) \tag{12}
\end{equation*}
$$

11.6. Now let us find the explicit form of the operators $\tau\left(E_{+}\right)$and $\tau\left(E_{-}\right)$in $U_{m}$. To this end we apply the Proposition of 10.11 to the action of $\mathrm{SU}_{2}$ on the sphere $S$ obtained by composing the usual action of $\mathrm{SO}_{3}$ on $S$ and the homomorphism $P$. This allows us to represent the operators $\tau(C)$, with $C \in$ $\mathfrak{s u}_{2}$, as differential operators on $U_{m}$. Specifically,

$$
\tau(C) f=-\partial_{d s(C)} f \quad\left(f \in U_{m}\right)
$$

where $d s(C)$ is the velocity field of the action $s$ corresponding to $C$.
Since $s$ is the restriction of the linear representation $P$ to the sphere $S$,

$$
d s(C) X=d P(C) X=C X-X C
$$

for all $X \in S \subset \mathbf{E}$. (Here we think of the tangent space to $S$ at the point $X$ as being canonically embedded as a subspace in E.) Thus, for arbitrary $C \in \mathfrak{s u}_{2}, X \in S$, and $f \in U_{m}$ we have

$$
\begin{equation*}
(\tau(C) f)(X)=\left(\partial_{X C-C X} f\right)(X) \tag{13}
\end{equation*}
$$

This formula extends by linearity to arbitrary matrices $C \in \mathfrak{s l}_{2}(\mathbf{C})$. In particular, it can be applied to the matrices $E_{+}$and $E_{-}$of interest to us.

Let

$$
X=x_{1} E_{1}+x_{2} E_{2}+x_{3} E_{3}=\left(\begin{array}{cc}
-x_{3} & x_{1}+i x_{2} \\
x_{1}-i x_{2} & x_{3}
\end{array}\right) \in \mathbf{E}
$$

A straightforward calculation shows that

$$
\begin{aligned}
X E_{+}-E_{+} X & =\left(\begin{array}{cc}
-x_{1}+i x_{2} & -2 x_{3} \\
0 & x_{1}-i x_{2}
\end{array}\right) \\
& =\left(x_{1}-i x_{2}\right) E_{3}-x_{3}\left(E_{1}-i E_{2}\right) .
\end{aligned}
$$

Hence, if $f \in U_{m}$ is the restriction of a function $F$ on $\mathbf{E}$ to the sphere $S$, then $\tau\left(E_{+}\right) f$ is the restriction to $S$ of the function

$$
D F=\left(x_{1}-i x_{2}\right) \frac{\partial F}{\partial x_{3}}-x_{3}\left(\frac{\partial F}{\partial x_{1}}-i \frac{\partial F}{\partial x_{2}}\right)
$$

The spherical function $Y_{m, 0}$ is the restriction to $S$ of $F=P_{m}\left(x_{3}\right)$, where $P_{m}$ is the Legendre polynomial of degree $m$. We have

$$
D F=\left(x_{1}-i x_{2}\right) P_{m}^{\prime}\left(x_{3}\right) .
$$

Applying the operator $D$ once more, the second term vanishes, because

$$
\left(\frac{\partial}{\partial x_{1}}-i \frac{\partial}{\partial x_{2}}\right)\left(x_{1}-i x_{2}\right)=0
$$

The same holds true for the succeeding iterations. Therefore,

$$
D^{k} F=\left(x_{1}-i x_{2}\right)^{k} P_{m}^{(k)}\left(x_{3}\right),
$$

and so

$$
Y_{m, k}=\left(\xi_{1}-i \xi_{2}\right)^{k} P_{m}^{(k)}\left(\xi_{3}\right) \quad(k>0)
$$

The second of formulas (3) of 9.6 is established in an analogous manner.

## Appendices

## A1. Presentation of Groups <br> By Means of Generators and Relations

A1.1. Let $S$ be a subset of the group $G$. We call any finite seqence $w=$ $\left(x_{1}^{\varepsilon_{1}}, \ldots, x_{m}^{\varepsilon_{m}}\right)$, where $x_{i} \in S$ and $\varepsilon_{i}= \pm 1$, an $S$-word, including in this definition the "empty" word $\emptyset$, for which $m=0$. Here the exponents $\varepsilon_{i}$ should be interpreted formally: in other words, if $x \in S$ and $x^{-1}=y \in S$, then the "letters" $x^{-1}$ and $y$ should nevertheless be regarded as distinct. We let $W(S)$ denote the set of all $S$-words. The Product of two words is formed by writing them successively:

$$
\left(x_{1}^{\varepsilon_{1}}, \ldots, x_{m}^{\varepsilon_{m}}\right)\left(y_{1}^{\eta_{1}}, \ldots, y_{n}^{\eta_{n}}\right)=\left(x_{1}^{\varepsilon_{1}}, \ldots, x_{m}^{\varepsilon_{m}}, y_{1}^{\eta_{1}}, \ldots, y_{n}^{\eta_{n}}\right) .
$$

It is obvious that this operation is associative and admits the empty word $\emptyset$ as a neutral element.

By assigning to each word the product of its "letters" we obtain the mapping

$$
\begin{equation*}
p: W(S) \rightarrow G, \quad\left(x_{1}^{\varepsilon_{1}}, \ldots, x_{m}^{\varepsilon_{m}}\right) \mapsto x_{1}^{\varepsilon_{1}} \ldots x_{m}^{\varepsilon_{m}} . \tag{1}
\end{equation*}
$$

We take $p(\emptyset)$ to be the identity $e$ of $G$. Obviously,

$$
\begin{equation*}
p\left(w_{1} w_{2}\right)=p\left(w_{1}\right) p\left(w_{2}\right) \tag{2}
\end{equation*}
$$

For $w=\left(x_{1}^{\varepsilon_{1}}, \ldots, x_{m}^{\varepsilon_{m}}\right)$ we put $\bar{w}=\left(x_{m}^{-\varepsilon_{m}}, \ldots, x_{1}^{-\varepsilon_{1}}\right)$. Then

$$
\begin{equation*}
p(\bar{w})=p(w)^{-1} . \tag{3}
\end{equation*}
$$

It follows from (2) and (3) that $p(W(S))$ is a subgroup of $G$. It is called the subgroup generated by the set $S$, and is denoted here by $\langle S\rangle$. In particular, if $S$ reduces to a single element $x$, then $\langle S\rangle=\langle x\rangle$ is the cyclic subgroup generated by the element $x$.

When $\langle S\rangle=G$ we say that $S$ is a System of generators of the group $G$ (or that $S$ generates $G$ ). Every group possesses various systems of generators, among them the rather uninteresting one $S=G$.

What is of practical value is that a group containing a large number, or even infinitely many elements, may nevertheless admit a system of generators consisting of a small number of elements. For instance, for any order $n$, the cyclic group $C_{n}$ is by definition generated by a single element. The dihedral group $D_{n}$, isomorphic to the symmetry group of a regular polygon with $n$ sides, is generated by two elements $x$ and $y$, representing respectively a rotation through an angle of $2 \pi / n$ and a reflection in the line passing through the origin of the polygon and one of its vertices.

A1.2. Let $S$ be a fixed system of generators of the group $G$. Every element $g \in G$ can be written in the form $g=x_{1}^{\varepsilon_{1}} \ldots x_{m}^{\varepsilon_{m}}$, with $x_{i} \in S$ and $\varepsilon_{i}= \pm 1$. Such a representation, however, is not unique (except for the case $S=\emptyset$ ). In other words, the map $p: W(S) \rightarrow G$ constructed in A1.1 is not injective.

We define an equivalence relation on $W(S)$ setting

$$
\begin{equation*}
w_{1} \sim w_{2} \quad \text { if } p\left(w_{1}\right)=p\left(w_{2}\right) \tag{4}
\end{equation*}
$$

Each true assertion " $w_{1} \sim w_{2}$ " is called a RELATION AMONG THE GENERATORS in the system $S$.

## Examples.

1. There are always the trivial relations $\left(x, x^{-1}\right) \sim \emptyset$ and $\left(x^{-1}, x\right) \sim \emptyset$.
2. The relation

$$
(\underbrace{x, \ldots, x}_{n}) \sim \emptyset
$$

holds in the cyclic group $C_{n}=\langle x\rangle$.
3. The following relations hold in the dihedral group $D_{n}=\langle x, y\rangle$ (see A1.1):

$$
(\underbrace{x, \ldots, x}_{n}) \sim \emptyset, \quad(y, y) \sim \emptyset, \quad(x, y) \sim\left(y, x^{-1}\right)
$$

If all relations are known, then one can reconstruct the group $G$ from the given system of generators $S$. Specifically, the elements of $G$ can be identified with the equivalence classes of relation (4) in $W(S)$, and then the product of any two elements can be found by multiplying words, i.e., representatives of the equivalence classes.

A1.3. Actually, it is not necessary to indicate all relations explicitly: they can be derived from only part of them. The derivation uses the symmetry and transitivity of the equivalence relation as well as the following property, which is a consequence of (2):
$(*)$ if $w_{1} \sim w_{2}$ and $u, v$ are arbitrary words, then

$$
u w_{1} v \sim u w_{2} v .
$$

More precisely, let $R$ be a set of relations. An $R$-ELEmEntary transformaTION is defined as the transition from the word $u w_{1} v$ to the equivalent word $u w_{2} v$, where $u, v, w_{1}, w_{2} \in W(S), w_{1} \sim w_{2}$, and one of the relations $w_{1} \sim w_{2}$, $w_{2} \sim w_{1}$ either is a trivial relation of the type $\left(x, x^{-1}\right) \sim \emptyset$ or $\left(x^{-1}, x\right) \sim \emptyset$, or else belongs to $R$. Depending on which of the two cases occurs, one speaks of an elementary transformation of the FIRST or of the SECOND TYPe. Two words $w_{1}$ and $w_{2}$ are said to be $R$-EQUIVALENT if $w_{2}$ can be obtained from $w_{1}$ through a chain of $R$-elementary transformations.

The set $R$ is called a system of defining relations if any two equivalent words are $R$-equivalent. This is the precise meaning of the assertion that every relation can be derived from the relations of the system $R$.

## Examples.

1. We prove that

$$
(\underbrace{x, \ldots, x}_{n}) \sim \emptyset
$$

is a defining relation for the cyclic group $C_{n}=\langle x\rangle$, or, more precisely, that the set $R$ consisting of only the indicated relation is a system of defining relations for $C_{n}$.

By means of $R$-elementary transformations of the first type (i.e., "cancellations" of adjacent letters $x$ and $x^{-1}$ ) one can bring every word $w \in W(\{x\})$ to one of the forms $(x, \ldots, x),\left(x^{-1}, \ldots, x^{-1}\right)$, or $\emptyset$. Next, by means of $R$ elementary operations of the second kind one can, by erasing the word $(\underbrace{x, \ldots, x}_{n})$ or writing it and subsequently doing some cancellations, pass to a word of the form $(\underbrace{x, \ldots, x}_{k})$ with $0 \leq k<n$.

Suppose now that $w_{1} \sim w_{2}$, where $w_{1}$ and $w_{2}$ are $R$-equivalent to the words $(\underbrace{x, \ldots, x}_{k}), 0 \leq k<n$, and $(\underbrace{x, \ldots, x}_{\ell}), 0 \leq \ell<n$, respectively. Then $p\left(w_{1}\right)=$
$x^{k}, p\left(w_{2}\right)=x^{\ell}$, and since $p\left(w_{1}\right)=p\left(w_{2}\right)$, we get that $k=\ell$. Hence, the words $w_{1}$ and $w_{2}$ are $R$-equivalent.
2. In an analogous manner one proves that the set $R$ of relations among the generators $x, y$ of the dihedral group $D_{n}$ indicated in Example 3 of A1.2 is a system of defining relations for $D_{n}$. To this end one verifies first that each word $w \in W(\{x, y\})$ is $R$-equivalent to a word of the type

$$
(\underbrace{x, \ldots, x}_{k}) \text { or }(\underbrace{x, \ldots, x}_{k}, y)
$$

where $0 \leq k<n$. Then one uses the fact that the elements of $D_{n}$ can be written uniquely in the form $x^{k}$ or $x^{k} y$, with $0 \leq k<n$.

In practice one usually adopts a simplified convention for writing words and relations. Specifically, the word $w=\left(x_{1}^{\varepsilon_{1}}, \ldots, x_{m}^{\varepsilon_{m}}\right)$ is written as the product $x_{1}^{\varepsilon_{1}} \ldots x_{m}^{\varepsilon_{m}}$, which is understood not only as the element of the group equal to it, but also as the way in which that element is obtained from generators. Accordingly, relations among generators are written as equalities in the group. A group with given generators and defining relations is denoted with the symbol $\langle\ldots \mid \ldots\rangle$, where one writes the generators to the left of the vertical bar and the defining relations to the right. For example,

$$
C_{n}=\left\langle x \mid x^{n}=e\right\rangle
$$

and

$$
D_{n}=\left\langle x, y \mid x^{n}=e, y^{2}=e, x y=y x^{-1}\right\rangle
$$

We give without proof two more complicated examples.
3. $S_{n}=\left\langle\tau_{1}, \ldots, \tau_{n-1}\right| \tau_{i}^{2}=\varepsilon, \tau_{i} \tau_{j}=\tau_{j} \tau_{i}$ for $|i-j|>1, \quad \tau_{i+1} \tau_{i} \tau_{i+1}=$ $\left.\tau_{i} \tau_{i+1} \tau_{i}\right\rangle$, where $\tau_{i}=(i, i+1)$.
4. $\mathrm{SL}_{2}(\mathbf{Z})=\left\langle A, B \mid A^{4}=E, B^{3}=E, A^{2} B=B A^{2}\right\rangle$, where

$$
A=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right), \quad B=\left(\begin{array}{rr}
0 & 1 \\
-1 & -1
\end{array}\right) .
$$

A1.4. Generators and defining relations can be used not only to describe groups already given by some other means, but also to define new groups.

Let $S$ be an arbitrary set. We call any finite sequence of symbols of the form $x$ or $x^{-1}$, where $x \in S$, an $S$-word. Next, we define the Product of two $S$-words as the word obtained by writing them successively. In this manner we obtain a monoid $W(S)$ (i.e., a set endowed with an associative operation) in which the empty word serves as a neutral element.

Further, let $R$ be an arbitarary set of "relations" of the type $w_{1} \sim w_{2}$, where $w_{1}, w_{2} \in W(S)$. We define the $R$-elementary transformations and $R$ EQUIVALENCE of words as in A1.3. The class of $R$-equivalent words containing $w$ will be denoted by $p(w)$.

Now we define the multiplication of classes by the rule

$$
p\left(w_{1}\right) p\left(w_{2}\right)=p\left(w_{1} w_{2}\right)
$$

It is readily seen that this definition is correct, i.e., if $w_{1} \sim w_{1}^{\prime}$ and $w_{2} \sim w_{2}^{\prime}$, then $w_{1} w_{2} \sim w_{1}^{\prime} w_{2}^{\prime}$. That class multiplication is associative follows from the associativity of word multiplication. The class $p(\emptyset)$ is a neutral element for class multiplication. Finally, if one defines the word $\bar{w}$ as in A1.1 above, then $w \bar{w}$ and $\bar{w} w$ can be reduced to the empty word through elementary transformations of the first type, and so the class $p(\bar{w})$ is the inverse of $p(w)$.

Thus, the equivalence classes of words form a group that we will denote by $G$.
Since every word can be expressed as a product of one-letter words $(x)$ and $\left(x^{-1}\right), G$ is generated by the elements $p((x)), x \in S$. Two products of the type

$$
p\left(\left(x_{1}\right)\right)^{\varepsilon_{1}} \ldots p\left(\left(x_{m}\right)\right)^{\varepsilon_{m}} \quad\left(\text { with } \varepsilon_{i}= \pm 1\right)
$$

are equal if and only if the corresponding words

$$
\left(x_{1}^{\varepsilon_{1}}, \ldots, x_{m}^{\varepsilon_{m}}\right)
$$

are equivalent. In particular, to every "elementary" equivalence relation belonging to the set $R$ there corresponds a relation among the generators $p((x))$ of the group $G$; all other relations are, according to the definition, consequences of these.

Unfortunately, the question of whether some arbitrarily given relation holds in $G$, i.e., of whether or not it can be derived from the relations in $R$, cannot, in general, be answered. In the general case one cannot even decide whether the group $G$ contains more than one element. In those particular cases where these questions can be settled, an individual approach is required.

A1.5. If generators and defining relations for a group $G$ are known, one can describe all group homomorphisms of $G$ into an arbitrary group $H$.

Specifically, let $S$ be a system of generators of $G$. For any homomorphism $\phi: G \rightarrow H$,

$$
\begin{equation*}
\phi\left(x_{1}^{\varepsilon_{1}} \ldots x_{m}^{\varepsilon_{m}}\right)=\phi\left(x_{1}\right)^{\varepsilon_{1}} \ldots \phi\left(x_{m}\right)^{\varepsilon_{m}} . \tag{5}
\end{equation*}
$$

Since every element of $G$ is expressible as $x_{1}^{\varepsilon_{1}} \ldots x_{m}^{\varepsilon_{m}}$, with $x_{i} \in S$, formula (5) shows that the homomorphism $\phi$ is uniquely determined by its restriction to $S$.
Next, let $R$ be a system of defining relations for $G$. A necessary and sufficient condition for a map $\psi: S \rightarrow H$ to admit an extension to a group homomorphism $\phi: G \rightarrow H$ is that

$$
\psi\left(x_{1}\right)^{\varepsilon_{1}} \ldots \psi\left(x_{m}\right)^{\varepsilon_{m}}=\psi\left(y_{1}\right)^{\eta_{1}} \ldots \psi\left(y_{n}\right)^{\eta_{n}}
$$

for every relation

$$
x_{1}^{\varepsilon_{1}} \ldots x_{m}^{\varepsilon_{m}}=y_{1}^{\eta_{1}} \ldots y_{n}^{\eta_{n}}
$$

belonging to $R$.
The necessity of this condition is obvious. Let us prove its sufficiency.
Suppose we have a map $\psi: S \rightarrow H$ which satisfies the indicated condition. Consider the monoid $W(S)$, and define a homomorphism $q$ of $W(S)$ into $H$ by the rule

$$
\left.q\left(x_{1}^{\varepsilon_{1}} \ldots x_{m}^{\varepsilon_{m}}\right)\right)=\psi\left(x_{1}\right)^{\varepsilon_{1}} \ldots \psi\left(x_{m}\right)^{\varepsilon_{m}}
$$

If the system $R$ contains a relation $w_{1} \sim w_{2}$, then by the above condition $q\left(w_{1}\right)=q\left(w_{2}\right)$ and hence $q\left(u w_{1} v\right)=q\left(u w_{2} v\right)$ for arbitrary words $u, v$. The same holds true if $w_{1} \sim w_{2}$ is a trivial relation. Thus, words that can be obtained from one another through $R$-elementary transformations have the same image under $q$. Since $R$ is a system of defining relations, it follows that equivalent words have the same image under $q$. Consequently, we can write $q=\phi \circ p$, where $\phi$ is a map of $G$ into $H$. It is readily verified that $\phi$ is a homomorphism that extends the map $\psi$.

## Examples.

1. Any homomorphism $\phi$ of the cyclic group $C_{n}=\langle x\rangle$ into an arbitrary group $H$ is uniquely specified by the single element $\phi(x)=h$, and the latter can be any element of $H$ satisfying the requirement $h^{n}=e$.
2. Let us find all complex irreducible representations of the dihedral group

$$
D_{n}=\left\langle x, y \mid x^{n}=y^{2}=e, x y=y x^{-1}\right\rangle
$$

A linear representation of $D_{n}$ is a homomorphism $T: D_{n} \rightarrow \mathrm{GL}(V)$. It is uniquely determined by specifying the linear operators $T(x)$ and $T(y)$ subject to the conditions

$$
\left\{\begin{align*}
T(x)^{n} & =T(y)^{2}=\varepsilon  \tag{6}\\
T(x) T(y) & =T(y) T(x)^{-1}
\end{align*}\right.
$$

Let $v$ be an eigenvector of $T(x)$ :

$$
T(x) v=c v, \quad \text { with } c \in \mathbf{C}
$$

Then $T(y) v$ is again an eigenvector of $T(x)$ :

$$
T(x) T(y) v=T(y) T(x)^{-1} v=c^{-1} T(y) v
$$

Since $T(y)^{2} v=v$, the subspace $\langle v, T(y) v\rangle$ is $T$-invariant.
Suppose now that $T$ is an irreducible representation. Then

$$
V=\langle v, T(y) v\rangle .
$$

If $c \neq \pm 1$, then $c^{-1} \neq c$, and the vectors $v$ and $T(y) v$ are linearly independent. In this case $\operatorname{dim} V=2$, and in the basis $(v, T(y) v)$ the operators $T(x)$ and $T(y)$ are given by the matrices

$$
\left(\begin{array}{ll}
c & 0 \\
0 & c^{-1}
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

respectively. Relations (6) are satisfied provided $c^{n}=1$. We thus obtain $\left[\frac{1}{2}(n-1)\right]$ two-dimensional irreducible representations of the group $D_{n}$.

If now $c= \pm 1$, then $c^{-1}=c$ and $T(x)$ is a scalar operator. Let $w$ be an eigenvector of $T(y)$ :

$$
T(y) w= \pm w
$$

Then $\langle w\rangle$ is an invariant subspace, and so $V=\langle v\rangle$. We thus obtain four one-dimensional representations of $D_{n}$ for $n$ even and two for $n$ odd.

A1.6. Let us examine in more detail the abelian groups with finitely many generators.

Let $G$ be an abelian group with a system of generators $S=\left\{x_{1}, \ldots, x_{n}\right\}$. We shall assume that the system of defining relations of $G$ includes the commutativity relations

$$
x_{i} x_{j}=x_{j} x_{i} .
$$

Using these, every product of generators can be reduced to the form

$$
x_{1}^{k_{1}} \ldots x_{n}^{k_{n}} \quad\left(\text { with } k_{1}, \ldots, k_{n} \in \mathbf{Z}\right) .
$$

Hence, we may assume that all the other relations have the form

$$
x_{1}^{k_{s 1}} \ldots x_{n}^{k_{s n}}=e .
$$

The matrix $K=\left[k_{i j}\right]$ with entries $k_{i j} \in \mathbf{Z}$ specifies $G$ completely.

The following "elementary" transformations of the system of defining relations for $G$ (except for the commutativity relations) are admissible:

1) multiplication of a relation by another one (with subsequent ordering of the factors);
2) replacement of the relation $w=e$ by $w^{-1}=e$;
3) permutation of relations.

To 1)-3) there correspond the elementary row operations on $K$ over the integers. To analogous elementary operations on the system of generators of $G$ there correspond the elementary column operations on $K$ over the integers.

It is known that every matrix with entries in $\mathbf{Z}$ can be reduced by elementary row and column operations over $\mathbf{Z}$ to diagonal form. Consequently, in every group $G$ with a finite number of generators there exists a system of generators $S=\left\{x_{1}, \ldots, x_{n}\right\}$ such that for the system of defining relations that $x_{1}, \ldots, x_{n}$ satisfy one can choose

$$
\left\{\begin{aligned}
x_{i} x_{j} & =x_{j} x_{i} \\
x_{i}^{k_{i}} & =e, \quad \text { with } k_{i} \in \mathbf{Z}, i=1, \ldots, m
\end{aligned}\right.
$$

A group with such defining relations is the direct product of the cyclic groups $\left\langle x_{i}\right\rangle, i=1, \ldots, n$. We have thus established the following result.

Theorem. Every abelian group with a finite number of generators decomposes into a direct product of cyclic groups.

## A2. Tensor Products

A2.1. Let $V$ and $U$ be vector spaces over the same field $F$. Consider the additive abelian group $A$ generated by the symbols $x \otimes y(x \in V, y \in U)$ with the following defining relations (which, of course, supplement the commutativity relations):

$$
\begin{align*}
\left(x_{1}+x_{2}\right) \otimes y & =x_{1} \otimes y+x_{2} \otimes y  \tag{1}\\
x \otimes\left(y_{1}+y_{2}\right) & =x \otimes y_{1}+x \otimes y_{2}  \tag{2}\\
c x \otimes y & =x \otimes c y \quad(c \in F) \tag{3}
\end{align*}
$$

From (1)-(3) it follows, in particular, that $0 \otimes 0$ is the null (neutral) element of $A$, and that $(-x) \otimes y$ is the opposite of $x \otimes y$. Every element of $A$ can be written as a sum

$$
\sum x_{i} \otimes y_{i}, \quad \text { with } x_{i} \in V, y_{i} \in U
$$

Basic Lemma. Let $\Gamma$ be a map of the direct product $V \times U$ into an additive abelian group $W$, with the properties

$$
\begin{array}{lrl}
\text { 1) } & \Gamma\left(x_{1}+x_{2}, y\right) & =\Gamma\left(x_{1}, y\right)+\Gamma\left(x_{2}, y\right) ; \\
2) & \Gamma\left(x, y_{1}+y_{2}\right) & =\Gamma\left(x, y_{1}\right)+\Gamma\left(x, y_{2}\right) ; \\
3) & \Gamma(c x, y) & =\Gamma(x, c y) \quad(c \in F) .
\end{array}
$$

Then there exists a homomorphism $\gamma: A \rightarrow W$ such that

$$
\begin{equation*}
\gamma\left(\sum x_{i} \otimes y_{i}\right)=\sum \Gamma\left(x_{i}, y_{i}\right) \tag{4}
\end{equation*}
$$

for all $x_{i} \in V, y_{i} \in U$.
Proof. It follows from the properties 1)-3) of the map $\Gamma$ that the righthand side of (4) is not affected by elementary transformations of the sum $\sum x_{i} \otimes y_{i}$ (see A1) which use the defining relations (1)-(3) of the group $A$. Hence, formula (4) can be taken as the definition of the map $\gamma: A \rightarrow W$. That $\gamma$ is a homomorphism is plain.

Now define the multiplication of the elements of the group $A$ by scalars in $F$ by the rule

$$
\begin{equation*}
a \sum x_{i} \otimes y_{i}=\sum a x_{i} \otimes y_{i} \quad(a \in F) \tag{5}
\end{equation*}
$$

The correctness of this definition follows from the Basic Lemma, applied to the map $\Gamma: V \times U \rightarrow A$ given by

$$
\Gamma(x, y)=a x \otimes y
$$

That conditions 1)-3) of the lemma are satisfied is guaranteed by the following equalities, which in turn are consequences of the definition of $A$ :

$$
\begin{aligned}
& a\left(x_{1}+x_{2}\right) \otimes y=a x_{1} \otimes y+a x_{2} \otimes y, \\
& a x \otimes\left(y_{1}+y_{2}\right)=a x \otimes y_{1}+a x \otimes y_{2},
\end{aligned}
$$

and

$$
a(c x) \otimes y=a x \otimes c y
$$

It is readily verified that the operation of multiplication by elements of $F$ defined in the indicated manner turns $A$ into a vector space over $F$. With this structure $A$ is called the Tensor product of the vector spaces $V$ and $U$, and is denoted by $V \otimes U$.

From the Basic Lemma one derives

Theorem 1. Let $\Gamma$ be a bilinear map of the product $V \times U$ into a vector space $W$ over $F$. Then there exists a linear map $\gamma: V \otimes U \rightarrow W$ such that

$$
\begin{equation*}
\gamma\left(\sum x_{i} \otimes y_{i}\right)=\sum \Gamma\left(x_{i}, y_{i}\right) \tag{6}
\end{equation*}
$$

for all $x_{i} \in V, y_{i} \in U$.
Proof. In fact, a bilinear map trivially satisfies conditions 1)-3) of the Basic Lemma, and the map $\gamma$ that the latter provides is here linear and not merely a group homomorphism.

It is precisely Theorem 1 that we are going to use in the ensuing discussion.
A2.2. Theorem 2. Let $(e)=\left(e_{1}, \ldots, e_{n}\right)$ and $(f)=\left(f_{1}, \ldots, f_{n}\right)$ be bases of the spaces $V$ and $U$ respectively. Then the vectors $e_{i} \otimes f_{j} \quad(i=1, \ldots, n$; $j=1, \ldots, m$ ) constitute a basis of $V \otimes U$.

Proof. Let $x=\sum x_{i} e_{i} \in V$ and $y=\sum b_{j} f_{j} \in U$. Then

$$
\begin{equation*}
x \otimes y=\sum_{i, j} a_{i} b_{j}\left(e_{i} \otimes f_{j}\right) . \tag{7}
\end{equation*}
$$

We see that the vectors of the form $x \otimes y$, and consequently all vectors in $V \otimes U$ can be written as linear combinations of $e_{i} \otimes f_{j}$.
To show that the $n m$ vectors $e_{i} \otimes f_{j}$ are linearly independent, we first give a definition. Let $\varepsilon$ and $\eta$ be linear functions on $V$ and on $U$ respectively. Then the linear function $\varepsilon \otimes \eta$ on $V \otimes U$ is defined by the formula

$$
\begin{equation*}
(\varepsilon \otimes \eta)\left(\sum x_{i} \otimes y_{i}\right)=\sum \varepsilon\left(x_{i}\right) \eta\left(y_{i}\right) \tag{8}
\end{equation*}
$$

The correctness of this definition is guaranteed by Theorem 1, applied to the bilinear function $\Gamma(x, y)=\varepsilon(x) \eta(y)$.
Suppose now that there is a linear dependence relation among the vectors $e_{i} \otimes f_{j}$ :

$$
\sum c_{i j}\left(e_{i} \otimes f_{j}\right)=0
$$

Let $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ and $\left(\eta_{1}, \ldots, \eta_{n}\right)$ be bases of the spaces $V^{\prime}$ and $U^{\prime}$ dual to the bases (e) and $(f)$ of $V$ and $U$ respectively. Then

$$
\left(\varepsilon_{k} \otimes \eta_{\ell}\right)\left(e_{i} \otimes f_{j}\right)=\varepsilon_{k}\left(e_{i}\right) \eta_{\ell}\left(f_{j}\right)= \begin{cases}1, & \text { if } i=k \text { and } j=\ell \\ 0, & \text { otherwise }\end{cases}
$$

and so

$$
\left(\varepsilon_{k} \otimes \eta_{\ell}\right)\left(\sum_{i, j} c_{i j}\left(e_{i} \otimes f_{j}\right)\right)=c_{k l}=0
$$

for all $k$ and $\ell$, as we needed to show.

Corollary. $\operatorname{dim} V \otimes U=\operatorname{dim} V \cdot \operatorname{dim} U$.

Theorem 2 also yields the following two decompositions of the tensor product $V \otimes U$ into a direct sum of subspaces:

$$
V \otimes U=\left(e_{1} \otimes U\right) \oplus \ldots \oplus\left(e_{n} \otimes U\right)
$$

and

$$
V \otimes U=\left(V \otimes f_{1}\right) \oplus \ldots \oplus\left(V \otimes f_{m}\right)
$$

The summands of the first (second) decomposition are the linear spans of the rows (respectively, columns) of the matrix with vector entries $\left(e_{i} \otimes f_{j}\right)$.

A2.3. In the notations of A 2.2 , every element $z \in V \otimes U$ is uniquely expressible as

$$
\begin{equation*}
z=\sum_{i, j} c_{i j}\left(e_{i} \otimes f_{j}\right) \tag{9}
\end{equation*}
$$

We shall refer to $C=\left[c_{i j}\right]$ as the matrix of $z$ relative to the bases $(e)$ and $(f)$.

The elements of the form $x \otimes y$ with $x \in U$ and $y \in V$ are called the DEcomposable elements of the tensor product $V \otimes U$. Formula (7) shows that the matrix of a decomposable element can be written as $\left[a_{i} b_{j}\right]$ for certain $a_{i}, b_{j} \in F$, and consequently has rank $\leq 1$. Conversely, every matrix of rank $\leq 1$ can be written in the indicated form and hence is the matrix of a decomposable element.

Examining the matrix $C$ of a nonnull decomposable element, it is readily established that the representation $x \otimes y$ of the latter is unique up to simultaneous multiplication of $x$ and $y$ by $c$ and $c^{-1}$ respectively, where $c \neq 0$ is an arbitrary scalar. In fact, the coordinates of $x$ (respectively, $y$ ) must be proportional to the entries of any nonnull column (respectively, row) of $C$.

A2.4. We wish to draw attention to the case where one of the spaces $V, U$ is one-dimensional. Suppose, for example, that $\operatorname{dim} U=1$, and $f \neq 0$ is an arbitrary vector in $U$. Then

$$
V \otimes U=V \otimes f
$$

and the map $x \mapsto x \otimes f(x \in V)$ is a linear isomorphism of $V$ onto $V \otimes U$.

A2.5. With each pair of linear operators $\alpha \in \mathrm{L}(V)$ and $\beta \in \mathrm{L}(U)$ one can associate the linear operator $\alpha \otimes \beta \in \mathrm{L}(V \otimes U)$ acting according to the rule

$$
\begin{equation*}
(\alpha \otimes \beta)\left(\sum x_{i} \otimes y_{i}\right)=\sum \alpha\left(x_{i}\right) \otimes \beta\left(y_{i}\right) \tag{10}
\end{equation*}
$$

The correctness of this definition is again guaranteed by Theorem 1 , applied to the bilinear map $\Gamma(x, y)=\alpha(x) \otimes \beta(y)$. Let $A=\left[a_{i k}\right]$ and $B=\left[b_{j \ell}\right]$ be the matrices of the operators $\alpha$ and $\beta$ in the bases $(e)$ and $(f)$ respectively. Then

$$
(\alpha \otimes \beta)\left(e_{k} \otimes f_{\ell}\right)=\alpha\left(e_{k}\right) \otimes \beta\left(f_{\ell}\right)=\sum_{i, j} a_{i k} b_{j \ell}\left(e_{i} \otimes f_{j}\right),
$$

so that the matrix elements of the operator $\alpha \otimes \beta$ are the various possible products of matrix elements of the operators $\alpha$ and $\beta$. Upon ordering the basis vectors $e_{i} \otimes f_{j}$ first with respect to the index $i$ and then with respect to the index $j$, the matrix of $\alpha \otimes \beta$ in the resulting ordered basis takes on the block form

$$
\left(\begin{array}{cccc}
a_{11} B & a_{12} B & \cdots & a_{1 n} B \\
a_{21} B & a_{22} B & \cdots & a_{2 n} B \\
\cdots & \cdots & \cdots & \cdots \\
a_{n 1} B & a_{n 2} B & \cdots & a_{n n} B
\end{array}\right)
$$

From this it follows, in particular, that

$$
\operatorname{tr}(\alpha \otimes \beta)=\operatorname{tr} \alpha \cdot \operatorname{tr} \beta
$$

A2.6. The space $V \otimes V^{\prime}$ is canonically isomorphic to $\mathrm{L}(V)$. Specifically, to each element $z=\sum v_{i} \otimes f_{i} \in V \otimes V^{\prime}\left(v_{i} \in V, f_{i} \in V^{\prime}\right)$ we assign the linear operator

$$
\alpha_{z}: x \mapsto \sum f_{i}(x) v_{i}
$$

acting in $V$. The correctness of this definition is guaranteed by Theorem 1 , applied, for each fixed $x$, to the bilinear map

$$
\Gamma(v, f)=f(x) v \quad\left(v \in V, f \in V^{\prime}\right)
$$

The linearity of $\alpha_{z}$ is obvious.
Let $(e)=\left(e_{1}, \ldots, e_{n}\right)$ be a basis the $V$, and $(\varepsilon)=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ the dual basis of $V^{\prime}$. According to our definition, to

$$
z=\sum_{i, j} c_{i j}\left(e_{i} \otimes \varepsilon_{j}\right)=\sum_{i}\left(\sum_{j} c_{i j} e_{i} \otimes \varepsilon_{j}\right) \in V \otimes V^{\prime}
$$

there corresponds the linear operator

$$
\alpha_{z}: x \mapsto \sum_{i, j} c_{i j} \varepsilon_{j}(x) e_{i}
$$

In particular,

$$
\alpha_{z}\left(e_{j}\right)=\sum_{i} c_{i j} e_{i}
$$

and so the matrix of $\alpha_{z}$ in the basis (e) coincides with $\left[c_{i j}\right]$. This shows, in particular, that the map $z \mapsto \alpha_{z}$ is a linear isomorphism of $V \otimes V^{\prime}$ onto $\mathrm{L}(V)$. With this isomorphism in mind, the spaces $V \otimes V^{\prime}$ and $\mathrm{L}(V)$ are usually identified.

By the above definition, to each decomposable element $v \otimes f \in V \otimes V^{\prime}$ there corresponds the linear operator of rank $\leq 1$ acting as

$$
x \mapsto f(x) v .
$$

Its trace equals $f(v)$.
A2.7. The space $V^{\prime} \otimes V^{\prime}$ is canonically isomorphic to the space $\mathrm{B}(V)$ of bilinear functions on $V$. Specifically, with each element $z=\sum_{i} f_{i} \otimes g_{i} \in V^{\prime} \otimes V^{\prime}$ $\left(f_{i}, g_{i} \in V^{\prime}\right)$ we associate the bilinear function

$$
F_{z}(x, y)=\sum f_{i}(x) g_{i}(y)
$$

The correctness of this definition is verified with the help of Theorem 1. The matrix of $z$ in the basis of $V^{\prime} \otimes V^{\prime}$ provided by the vectors $\varepsilon_{i} \otimes \varepsilon_{j}$ coincides with the matrix of the bilinear function $F_{z}$ in the basis $(e)$ of $V$.
The various tensor products of the form

admit analogous interpretations. For instance, the elements of $V \otimes V^{\prime} \otimes V^{\prime}$ may be viewed as bilinear operations in the space $V$.

## A3. The Convex Hull of a Compact Set

Here we prove the following theorem that was used in Section 2: the convex hull of any compact set $K \subset \mathbf{R}^{n}$ is compact (and hence closed).

We recall the definition: the convex hull of the set $K \subset \mathbf{R}^{n}$ is the set

$$
\operatorname{conv} K=\left\{\sum_{i=1}^{m} c_{i} x_{i} \mid x_{i} \in K, c_{i} \geq 0, \sum_{i=1}^{m} c_{i}=1\right\}
$$

Here $m$ is an arbitrary positive integer, i.e., sums with arbitrary numbers of terms are admitted. In reality one can confine oneself to sums of length $\leq n+1$.

Lemma 1. Given an arbitrary convex set $M \subset \mathbf{R}^{n}$ and an arbitrary point $x \in \mathbf{R}^{n}$, the convex hull of the set $M \cup\{x\}$ is the union of all segments joining $x$ with points of $M$.

Proof. The indicated segments are obviously included in $\operatorname{conv}(M \cup\{x\})$. On the other hand, their union is a convex set. In fact, let $y_{i}$ be a point on the segment $x x_{i}$, where $x_{i} \in M$, for $i=1,2$. Then the segment $y_{1} y_{2}$ is contained in the triangle $x x_{1} x_{2}$, and consequently any of its points belongs to a segment that joins $x$ with some point of the segment $x_{1} x_{2}$, which by the convexity of $M$ belongs to $M$.

Lemma 2. For any set $K \subset \mathbf{R}^{n}$

$$
\operatorname{conv} K=\left\{\sum_{i=1}^{d+1} c_{i} x_{i} \mid x_{i} \in K, c_{i} \geq 0, \sum_{i=1}^{d+1} c_{i}=1\right\}
$$

where $d$ is the dimension of the smallest affine subspace containing $K$.

In other words, conv $K$ is the union of the $d$-dimensional simplices with vertices at points of $K$.

Proof. It follows from the definition of the convex hull of a set that any of its points belongs to the convex hull of a finite subset of that set. It therefore suffices to prove the assertion of the lemma for finite sets. We proceed by induction on the number of points of the given set. For a one-point set the assertion is obviously true. Suppose that it is true for $L=\left\{x_{1}, \ldots, x_{m}\right\}$, and let $K=L \cup\{x\}$. Let $d$ (respectively $e$ ) be the dimension of the smallest affine subspace that contains $K$ (respectively $L$ ). Clearly $d=e$ or $d=e+1$. We have conv $L=\bigcup_{i=1}^{s} T_{i}$, where the $T_{i}$ are $e$-dimensional simplices with vertices at the points of $L$. By Lemma 1,

$$
\operatorname{conv} K=\bigcup_{i=1}^{s} \operatorname{conv}\left(T_{i} \cup\{x\}\right)
$$

If $d=e+1$, then $\operatorname{conv}\left(T_{i} \cup\{x\}\right)$ is a $d$-dimensional simplex with vertices at points of $K$, and the assertion is proved. If $d=e$ and $x \in T_{i}$, then $\operatorname{conv}\left(T_{i} \cup\{x\}\right)=T_{i}$. Finally, if $d=e$ and $x \notin T_{i}$, then every segment $x y$ with $y \in T_{i}$ intersects a $(d-1)$-dimensional face $\Gamma$ of $T_{i}$, and hence is contained in the union of the $d$-dimensional simplices $T_{i}$ and $\operatorname{conv}(\Gamma \cup\{x\})$.

Proof of the Theorem. Let $K \subset \mathbf{R}^{n}$ be a compact set. Let $y_{m} \in \operatorname{conv} K$ be an arbitrary sequence of points. By Lemma $2, y_{m}=\sum_{i=1}^{d+1} c_{m i} x_{m i}$, where $x_{m i} \in K, c_{m i} \geq 0, \sum_{i} c_{m i}=1$, and $d$ denotes the dimension of the smallest affine subspace containing $K$. Since $K$ is compact and $c_{m i} \in[0,1]$, by passing if necessary to subsequences we may assume that for every $i$ there exist the limits $\lim _{m \rightarrow \infty} x_{m i}=x_{i} \in K$ and $\lim _{m \rightarrow \infty} c_{m i}=c_{i} \in[0,1]$. Passing to the limit we then conclude that $\sum_{i} c_{i}=1$ and

$$
\lim _{m \rightarrow \infty} y_{m}=\sum c_{i} x_{i} \in \operatorname{conv} K
$$

We have thus proved that from every sequence of points in conv $K$ one can extract a subsequence that converges to a point of conv $K$. That is to say, $K$ is compact, as was to be shown.

## A4. Conjugate Elements in Groups

Two elements $x, y$ of the group $G$ are said to be conjugate (written $x \sim y$ ) if there is a $g \in G$ such that $y=g x g^{-1}$. The set of all elements conjugate to a given $x \in G$ is the orbit of $x$ under the action $a$ of $G$ on itself by inner automorphisms:

$$
a(g) x=g x g^{-1}
$$

This shows that conjugacy is an equivalence relation.
In the case where $G$ is a group of transformations of some set $P$, i.e., a subgroup of $S(P)$, the conjugacy of elements of $G$ admits the following intuitive description. Every transformation $x \in G$ can be represented as a diagram consisting of arrows that connect each point $p \in P$ with its image $x p$. Let $y=g x g^{-1}$. Then

$$
y g p=g x p
$$

for all $p \in P$. In other words, if $x$ takes $p$ into $q$, then $y$ takes $g p$ into $g q$. This means that the diagram of the tranformation $y$ is obtained from that of $x$ by subjecting all arrows to the transformation $g$.

## Examples.

1. $G=S_{n}$. Suppose that the permutation $\sigma \in S_{n}$ is decomposed into a product of independent cycles:

$$
\sigma=\left(i_{1} i_{2} \ldots i_{s}\right)\left(j_{1} j_{2} \ldots j_{t}\right) \ldots
$$

Then for each $\gamma \in S_{n}$ the conjugate permutation $\tau=\gamma \sigma \gamma^{-1}$ decomposes into a product of independent cycles as follows:

$$
\tau=\left(\gamma\left(i_{1}\right) \gamma\left(i_{2}\right) \ldots \gamma\left(i_{s}\right)\right)\left(\gamma\left(j_{1}\right) \gamma\left(j_{2}\right) \ldots \gamma\left(j_{t}\right)\right) \ldots
$$

In particular, the lengths of the cycles occurring in the decompositions of $\sigma$ and $\tau$ are the same. Conversely, if the permutations $\sigma$ and $\tau$ decompose into products of independent cycles of identical lengths, then they are conjugate. For example, let

$$
\sigma=(13)(2456)
$$

and

$$
\tau=(56)(1432)
$$

Then $\tau=\gamma \sigma \gamma^{-1}$, where

$$
\gamma=\left(\begin{array}{llllll}
1 & 3 & 2 & 4 & 5 & 6 \\
5 & 6 & 1 & 4 & 3 & 2
\end{array}\right)=\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6 \\
5 & 1 & 6 & 4 & 3 & 2
\end{array}\right) .
$$

2. $G=\mathrm{O}_{3}$. Let $\alpha$ denote the rotation around the axis $\ell$ through an angle $\phi$. Then $\beta=\gamma \alpha \gamma^{-1}$, where $\gamma \in \mathrm{O}_{3}$, is the rotation through the same angle $\phi$ around the axis $\gamma \ell$. The same holds true for rotary reflections.

## Answers and Hints to Exercises

## Section 0

1. Use the fact that the map $t \mapsto \operatorname{det}^{t A}$ is a group homomorphism of $\mathbf{R}$ into $\mathbf{R}^{*}$.
2. a) $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$;
b) $\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$.
3. Infinitely many.
4. Consider the linear operator $\alpha$ given in some basis $(e)$ by the matrix $A$, and find the matrix of $\mathrm{e}^{\alpha}$ in the basis $(e) C$ in two ways.
5. It is in the cases b), c), and e).
6. a) $n \mapsto \alpha^{n}$, where $\alpha$ is an arbitrary linear operator;
b) $n+m \mathbf{Z} \mapsto \alpha^{n}$, where $\alpha^{m}=\varepsilon$.
7. a) $x \mapsto x^{\alpha}$, where $\alpha$ is an arbitrary linear operator;
b) $z \mapsto z^{\alpha}$, where $\alpha$ is a diagonalizable linear operator with integer eigenvalues. Hint. Consider the composition of the sought-for representation and the homomorphism $\mathbf{R} \rightarrow G$ which takes $t$ into $\mathrm{e}^{t}$ in case a) and into $\mathrm{e}^{i t}$ in case b).
8. Identify the element $x \in \widehat{\mathbf{R}}$ with the line in $\mathbf{R}^{2}$ passing through the origin of coordinates with slope $x^{-1}$. Then the transformation $s(A)$ is realized by the linear transformation of the plane $\mathbf{R}^{2}$ with matrix $A$.
9. The isomorphism is implemented by the map $\tau$ given by $(\tau f)(x)=$ $f\left(x^{-1}\right)$.
10. Yes.
11. $n+m \mathbf{Z} \mapsto \alpha^{n}$, where $\alpha^{m}=\varepsilon$ and the characteristic polynomial of the operator $\alpha$ has real coefficients.

## Section 1

2. The space of polynomials of degree $\leq n$ for arbitrary $n$, the null subspace, and the whole space.
3. Any subspace spanned by some set of eigenvectors of the operator $\alpha$.
4. a) No; b) Yes.
5. Using first only the invariance under the group of diagonal matrices, show that every invariant subspace that contains nonscalar matrices necessarily contains a "matrix unit" $E_{i j}$ with $i \neq j$.
6. Using first only the invariance under the group of diagonal matrices, show that every nonnull invariant subspace contains a matrix of the form $E_{i j}+E_{j i}$ or $E_{i j}-E_{j i}$, with $i \neq j$.

## Section 2

4. $\mathbf{Z}_{m}$ and $\mathbf{T}$.

## Section 3

1. It is the trivial representation in the dual space.
2. $T^{2}(g) X=T(g) X T(g)^{\prime}$.
3. $\gamma=\alpha \otimes \varepsilon+\varepsilon \otimes \beta$.
4. Since both sides of equality (9) are linear in $\xi$, it suffices to verify it for $\xi=v \otimes f$, where $v \in V, f \in V^{\prime}$.
5. $(T \otimes T)\left(g_{1}, g_{2}\right) X=T\left(g_{1}\right) X T\left(g_{2}\right)^{\prime}$.
6. All possible sums of the one-dimensional representations $I$ and det.
7. The three representations obtained by lifting the one-dimensional representations of the group $A_{4} /\left(A_{4}, A_{4}\right) \simeq \mathbf{Z}_{3}$.
8. First show that every "elementary" matrix $E+t E_{i j}(i \neq j)$ belongs to the commutator subgroup by verifying that it is the commutator of a diagonal matrix and an elementary matrix (with the same $i$ and $j$ ).

## Section 4

2. Let $\alpha$ be an endomorphism of the representation $\left.M\right|_{G}$. Using the fact that $\alpha$ commutes with the transformations belonging to $G$ which leave the symbol 1 fixed, show first that $\alpha\left(e_{1}\right)=a e_{1}+b\left(e_{1}+\ldots+e_{n}\right)($ with $a, b \in \mathbf{C})$.
3. All rotations.
4. Use Theorem 6 of 3.7.
5. Show that a morphism of the representation $R$ into an arbitrary representation $T$ is uniquely determined by the vector into which it takes the function $\delta_{e}$ (see 0.9), and that the latter can be any vector in the representation space of $T$.
6. For real representations this is false.
7. Use Exercise 10.
8. Show that $R_{\mathrm{M}(\mathrm{T})}$ is a multiple of $T$ for every irreducible representation $T$.
9. See the hint to Exercise 12.
10. Use the fact that if $f_{0}$ and $f_{1}$ are two iner products in the real vector space $V$, then there is a linear operator $\sigma$, symmetric with respect to $f_{0}$, such that $f(x, y)=f_{0}(\sigma x, y)$.

## Section 5

1. 

|  | $\varepsilon$ | $(12)$ | $(23)$ | $(13)$ | $(123)$ | $(132)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T_{1,11}$ | 1 | 1 | 1 | 1 | 1 | 1 |
| $T_{2,11}$ | 1 | -1 | -1 | -1 | 1 | 1 |
| $T_{3,11}$ | 1 | 0 | 0 | 0 | $\omega$ | $\bar{\omega}$ |
| $T_{3,12}$ | 0 | 1 | $\bar{\omega}$ | $\omega$ | 0 | 0 |
| $T_{3,21}$ | 0 | 1 | $\omega$ | $\bar{\omega}$ | 0 | 0 |
| $T_{3,22}$ | 1 | 0 | 0 | 0 | $\bar{\omega}$ | $\omega$ |
|  | $\left(\omega=-\frac{1}{2}+i \frac{\sqrt{3}}{2}\right)$. |  |  |  |  |  |

2. The dimension of the representation.
3. a)

|  | $\varepsilon$ | $(12)$ | $(123)$ |
| :---: | ---: | ---: | ---: |
| $\chi_{1}$ | 1 | 1 | 1 |
| $\chi_{2}$ | 1 | -1 | 1 |
| $\chi_{3}$ | 2 | 0 | -1 |

b) $\chi_{L}(g)=\chi_{R}(g)= \begin{cases}|G| & \text { for } g=e, \\ 0 & \text { for } g \neq e\end{cases}$
4. Three one-dimensional representations $T_{1}, T_{2}, T_{3}$ (see Exercise 17, Section 3) and one three-dimensional representation $T_{4}$, under which $A_{4}$ is mapped onto the group of rotations of a tetrahedron. Their characters are given in the following table:

|  | $\varepsilon$ | $(12)(34)$ | $(123)$ | $(132)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\chi_{1}$ | 1 | 1 | 1 | 1 |
| $\chi_{2}$ | 1 | 1 | $\omega$ | $\bar{\omega}$ |
| $\chi_{3}$ | 1 | 1 | $\bar{\omega}$ | $\omega$ |
| $\chi_{4}$ | 3 | -1 | 0 | 0 |
| $\left(\omega=-\frac{1}{2}+i \frac{\sqrt{3}}{2}\right)$ |  |  |  |  |

7. a) See Example 2 of A1.5;
b) four one-dimensional representations and the $n-1$ two-dimensional representations given by the rule

$$
\begin{aligned}
& a \mapsto\left(\begin{array}{cc}
\mathrm{e}^{k \pi i / n} & 0 \\
0 & \mathrm{e}^{-k \pi i / n}
\end{array}\right), \quad b \mapsto\left(\begin{array}{cc}
0 & (-1)^{k} \\
1 & 0
\end{array}\right) \\
& (k=1, \ldots, n-1) .
\end{aligned}
$$

8. For all $n \neq 3$.
9. a) $\quad I+\Pi+\mathrm{Id}+(\mathrm{Id}) \Pi \quad\left(\right.$ and $\left.\mathrm{Id} \simeq M_{0} \Pi\right)$;
b) $I+P+\mathrm{Id} \quad\left(\right.$ and $\left.\mathrm{Id} \simeq M_{0}\right)$. (Here $\Pi$ is a nontrivial one-dimensional representation and $P$ an irreducible two-dimensional representation.)
10. See Example 2, Section 6.

## Section 6

|  | $\varepsilon$ | $(12)$ | $(12)(34)$ | $(123)$ | $(1234)$ |  |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: |
|  | $\chi_{I}$ | 1 | 1 | 1 | 1 | 1 |
| $\chi_{\Pi}$ | 1 | -1 | 1 | 1 | -1 |  |
| $\chi_{P}$ | 2 | 0 | 2 | -1 | 0 |  |
| $\chi_{M_{0}}$ | 3 | 1 | -1 | 0 | -1 |  |
| $\chi_{M_{0} \Pi}$ | 3 | -1 | -1 | 0 | 1 |  |
|  | 1 | 6 | 3 | 8 | 6 |  |
|  | $M_{0}^{2} \simeq I+P+M_{0}+M_{0} \Pi$ |  |  |  |  |  |

5. $T T^{\prime} \simeq T^{2} \simeq T_{1}+T+T_{5}$ (see Example 2 in Section 6). The invariant subspaces $U_{1}, U_{2}, U_{3} \subset \mathrm{~L}(V)$ corresponding to the terms of this decomposition can be described respectively as the space of scalar, skew-symmetric, and symmetric traceless operators.

## Section 7

1. Show that the group $R\left(\mathrm{SU}_{2} \times \mathrm{SU}_{2}\right)$ acts transitively on the unit sphere in the space $\mathbf{H}$ and contains all rotations that leave fixed the matrix $E$.
2. $\quad\left(\begin{array}{rr}a & b \\ c & -a\end{array}\right) \mapsto b u_{1}^{2}-2 a u_{1} u_{2}-c u_{2}^{2}$.
3. $\quad \chi_{n}(A(z))=\left(z^{n+1}-z^{-(n+1)} /\left(z-z^{-1}\right)\right.$.

## Section 8

2. Use the fact that the linear span of the functions $z \mapsto z^{n}$ is dense in the space of continuous functions on the circle.
3. $\left(z_{1}, \ldots, z_{k}\right) \mapsto z_{1}^{n_{1}} \ldots z_{k}^{n_{k}}\left(\right.$ with $\left.n_{1}, \ldots, n_{k} \in \mathbf{Z}\right)$.
4. See 9.1.
5. Establish the corresponding equality for characters.
6. Use the fact that any representation of a compact group is uniquely determined by its character.

## Section 9

4. Find first all homogeneous harmonic polynomials of degree one and two.
5. Use the fact that the representation $h(z) \mapsto z^{m}$ of $\mathrm{SO}_{2}$ occurs in the representation of $\mathrm{SO}_{2}$ in the space $A_{m}$ with multiplicity one (see Lemma 4).
6. Show that $\bar{U}_{m}$ is a minimal $\mathrm{SO}_{3}$-invariant subspace.
7. Use integration by parts to show that the polynomial

$$
\frac{d^{m}}{d t^{m}}\left[\left(t^{2}-1\right)^{m}\right]
$$

is orthogonal to all polynomials of degree $<m$.

## Section 10

3. $\quad t \mapsto \mathrm{e}^{i a t}$ (with $a \in \mathbf{R}$ ).
4. $\left(t_{1}, \ldots, t_{n}\right) \mapsto \mathrm{e}^{c_{1} t_{1}+\ldots+c_{n} t_{n}}\left(\right.$ with $\left.c_{1}, \ldots, c_{n} \in \mathbf{C}\right)$.
5. $(d \Phi(\xi) f)(x, y)=-f(\xi x, y)-f(x, \xi y)$ or, in matrix form, $d \Phi(X) Y=$ $-X^{\prime} Y-Y X$.
6. a) $\mathrm{L}_{n}^{0}(\mathbf{R})$;
b) the algebra of traceless skew-Hermitian matrices;
c) the algebra of all real triangular matrices.
7. Use the following relation between group commutators: $(h, g)=(g, h)^{-1}$.
8. Write the relation defining an automorphism, and differentiate it with respect to $g$.
9. $d s_{*}\left(\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)\right)=\left(\gamma x^{2}+(\delta-\alpha) x-\beta\right) \frac{\partial}{\partial x}$.

## List of Notations

(As a rule, we give here the notations which have been used elsewhere in the book without explanations.)
$\mathbf{N}, \mathbf{Z}, \mathbf{Q}, \mathbf{R}, \mathbf{C}$ the sets of natural, integer, rational, real, and complex numbers (may be regarded as an additive group, ring, or field as appropriate);
$\mathbf{R}^{*}, \mathbf{C}^{*}$ the multiplicative groups of nonzero real and complex numbers;
T the multiplicative group of complex numbers of modulus one, or (in Sections 7 and 11) the isomorphic group of matrices $\left(\begin{array}{cc}z & 0 \\ 0 & z^{-1}\end{array}\right)$ with $z \in \mathbf{C}^{*}$, $|z|=1 ;$
$\mathbf{Z}_{m}=\mathbf{Z} / m \mathbf{Z} \quad$ the additive group of residues $\bmod m$;
$C_{m}$ the abstract multiplicative cyclic group of order $m$;
$\mathrm{L}_{m, n}(K) \quad$ the set of all $(m \times n)$-matrices with entries in the ring $K$ (may be regarded as a vector space);
$\mathrm{L}_{n}(K)$ the set of all square matrices of order $n$ with entries in the ring $K$ (may be regarded as a vector space or as a ring);
$\mathrm{L}_{n}^{0}(K)$ the set of all traceless matrices in $\mathrm{L}_{n}(K)$;
$\mathrm{L}_{n}^{+}(K), \mathrm{L}_{n}^{-}(K)$ the sets of symmetric and skew-symmetric matrices;
$\mathrm{GL}_{n}(K)$ the group of invertible matrices;
$\mathrm{SL}_{n}(K)$ the group of matrices with determinant 1 ;
$\mathrm{O}_{n}, \mathrm{U}_{n}$ the groups of (real) orthogonal matrices and (complex) unitary matrices;
$\mathrm{SO}_{n}, \mathrm{SU}_{n}$ the groups of orthogonal and unitary matrices with determinant 1;
$\operatorname{det} A, \operatorname{tr} A$ the determinant and the trace of the matrix $A$;
$A^{\prime}$ the transpose of the matrix $A$;
$E$ the identity matrix;
$E_{i j}$ the matrix whose $(i, j)$ entry is 1 , and whereas the other entries are 0 (a "matrix unit");
$V^{\prime}$ the dual of the vector space $V$;
$\mathrm{L}(V)=V \otimes V^{\prime} \quad$ the space of all linear operators on the vector space $V$;
$\mathrm{GL}(V)$ the group of invertible linear operators;
$\mathrm{SL}(V)$ the group of linear operators with determinant equal to 1 ;
$\mathrm{B}^{+}(V), \mathrm{B}^{-}(V)$ the spaces of symmetric and skew-symmetric bilinear functions on $V$;
$\operatorname{det} \alpha, \operatorname{tr} \alpha$ the determinant and the trace of the linear operator $\alpha$;
$\varepsilon$ the identity linear operator and, more generally, the identity map of any set;
$\alpha_{(e)}$ the matrix of the linear operator $\alpha$ in a basis $(e)=\left(e_{1}, \ldots, e_{n}\right)$;
$\langle M\rangle$ the linear span of the set $M$ in a vector space, or the subgroup generated by the set $M$ in a group;
$|M|$ the number of elements of the finite set $M$;
$\simeq$ isomorphism;
$\delta_{i j}$ the Kronecker symbol;
$S_{n}$ the group of all permutations of the set $\{1,2, \ldots, n\}$;
$A_{n}$ the group of all even permutations;
$\Pi(\sigma)$ the parity of the permutation $\sigma$;
$I$ the trivial linear representation (generally speaking, of arbitrary dimension).
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